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in the liquid on which they act, These
waves exert axial force on piping at
bends and other locations where piping
changes direction or diameter, Vibra-
tion rasults if the piping is not rigid-
ly supported, As a result of the inter-
action, acoustic enargy is transmitted
from the liquid to solid components of
the system, and acoustic waves in the
liquid are modified. Analysia of the
phenomenon should be part of piping
design if noise is to be controlled or
if fatigue failure due tc pipe vibration
is a possibility. The latter problem
ham been observed in flexibly supported
piping serving reciprocating pumps.

BACKGROUND
The following review cites only

workse directly related to the topic of
this paper, ignoring the aveas of

i
7 ::::
)
Rr FLUID STRUCTURE DYNAMICS
T
o EXPERIMENTAL VALIDATION OF THE COMPONENT SYNIHES1S METHCD
' FOR PREDICTING VIBRATION OF LIQUID-FILLED PIPING
N
R
R F. J. Hatfield and D. C. Wiggert
i Michigan State University
P East Lansing, Michigan
and
|“-
2 L. C. Davidson
N David W, Taylor Naval Ship Research
XY and Development Center
ﬁ? Annapolias, Maryland
;p. Vibration of piping can be caused by pulsation of con-
eé tained liquid. Accurate prediction of such vibration
Qq requires consideration of the effect of pipe motion on
T\ fluid oascillation, as well as of acoustic pressure on
h::N pipe walls. Component synthesis is an analytic tech-
Eh nigue that approximates those interactions by synthesis
of plane-wave acoustics of the liquid and normal modes
analysis of the pipe structure.
4 Results of analysis by component synthesis are compared
vl to solutions of partial differential equations of
‘SON motion and to experimental observations for two example
‘x“ pipe configurationas, Differences in the results of the
XN two analyses are small compared to deviations of both
o predictions from observed responses., Simplifying
assumptione common to the two analyses are examined.
"
o
;{i INTRODUCTION non=periodic excitation, instabiliey
f{. causced by steady flow, cavitation and
L Pumps and other sources of periodic turbulence effecta, fluid-structure con-
A prossure or flow initiate acoustic waves figurations other than liquid=filled

pipea, multi-~dimensional acoustics,
vibration involving lobar distortions of
pipe cross section, and non-interactive
analyses of acoustics and vibration in
piping,

Callaway, Tyzzer and Hlardy [1]
appear to have been first to report
observations of pipe vibration as a
response to acoustic excitation of con-
tained liquid.

Regetz [2] and D'Souza and olden=-
burger [3] studied the dynamic elonga-
tion of straight pipes containing pul=-
sating liquid. Wood [4] devised an
analysig for a singla degree of freedom
osclllator driven by pulsation of liquid
in a pipo.

Blada, Lewis and Goodykoontz [5])
and Davidson and Smith [6] developed
analytical methods applicable to pipe
bends, and validated their analyscs with
experiments conducted on liquid-filled
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piping incorporating a sinyle bend. The
analysis reported by the latter investi-
gatcrs involves formulating the partial
differential equations of motion of a
pipe bend and contained liquid, and
solving the equations by series approxi=-
mation. Davidson and Samsury [7] ex-
tended the analysis to the third dimen-
sion and compared analytical predictions
to experimental measurements for non-
planar plping incorporating three bends.
Wilkinson [8] presented an analysis
method for piping with miter bends and
tees in which waves in liquid and solid
components are coupled at discrete
points.

Gibert, Axisa and villard [9] de-~
veloped a finite element method for
analysis of piping that includes both
fluid and solid elemente. Hatfield and
Wiggert [10] devised the component ayn=-
thesis approach which is an extension of
the modal eynthesis technique for dyna-
mic analysis of structures,

ANALYSIS

The component aynthesis method con-
sists of two steps. The first is normal
modes analysis of the pipe structure
augmented by the mass of contained
liquid. Supporting structure such as
hangers and racks can be included. Nor=-
mal modes analysis is an option in most
computer programs for finite element
analysis.

The second step syntheslzes struc-
tural and fluid behavior to predict
responses of the coupled system. Deri-
vation of the synthesis step has been
presented in an earlier work [10] and
will be reviewed only briefly,

It the mtructure is linearly elaa-
tic, excitation is harmonic and damping
i8 proporticnal to stiffness and/or
maes, then the principle of mecdal super-
position may be used to generate com=-
pliance expressions from modal para-
meters obtained in step one. The
matrix expression is

Dy

= Gy F (1)
Coupling points are defined at velocity
digcontinuities. Typically, one coupl-
ing point is located at each bend, blind
and, tee and reducer, and two are loca-
ted at each orifice, For each point,
the force exerted by the liguid on the
#0lid component is a function of the
particular fitting geometry and pressure
at that point, In matrix form, force
transmission is expressed as

F=wF'+RPD (2)

Liguid volume is conserved at coupling
points, giving a reclation which includes

WK PISAIE WP WP WP w P ST SR W PR M W S W

terms to account for velumetric input to
the system, displacement of the liquid,
and displacement of the fittings:

Ve 5D, +Thg (3)

For each prismatic fluid component be-
tween adjacent coupling points, a com=-
pliance expression may be derived from
one-dimensional acoustic theory. Com-
bining the expressions for all the fluid
components yields

DF = GF P (4)

Eliminating the unknowns F, Dg, and D
from Equations (1) through (4) produces
the system equation:

V~rT Gg F' = (8 GF + 7T GS R} P (5)

The coefficlients of Equation (5) are
frequency dependent and, if damping is
included, complex. Since volumetric
input is known (e.g. zero at bends) at
those points where pressure is unknown,
a subsat of Equation (5) may be solved
for unknown pressures for each frequency
of interest. Back substitution into the
other subset of Equation (5) and into
Equations (1), (2) and (4) gives values
for the remaining unknowns. Velocities
and accelerations are computed from dis-
placements by differentiation,

As compared to distributed para-
meter analyses of fluid-structure inter-
action in piping, component synthesis
has the advantage of avoiding formula-
tion and solution of partial differen-
tial equations, which is extremely
difficult for pipe systems typically
encountred in practice. Component
synthesis has the further advantages of
utilizing the sophistication of commer-
clally available structural finite
element computer programs for part of
the analysis, and of providing a way to
employ modal survey results, i.e., res-
ponges obtained by external excitation
of an existing pipe system, to predict
regponses to internal pulsation, Com-
ponent eynthesis is approximate because
continuous gtructures are represented as
assemblages of Jdlscrete masses, because
regponses of structures are expressed as
summations of a finite number of mode
shapes, and because fluid-structure
coupling is assumed to occur at discrete
points. The relationship between pre-
cision of results and the numbers of
elements, modes and coupling points has
not been quantifled.

First Example

omponent synthesis was used to
nagtimate various mobilities of the sys-
tem described by Table 1 and Figure 1.
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NASTRAN [11] was used for the first
step of the analysis. The finite ele~
ment model was comprisged of 25 beam
elements with maximum length of 4 in,
(102 mm)., The moment of inertia of
elements representing parts of the bend
was reduced by an "ovalization" factor
{12]. Parameters of the first ten
modes, wiin natural frequencies of 21.9,
47.8, 305, 391, 758, 929, 1139, 1539,
1761, and 2056 Hz, were transcribed from
the NASTRAN output for use in the second
step., In addition to the natural fre-
quancies, these parameters included
apparent stiffnesses and normalized
translations of points C and E,

The second step was formulated with
a single coupling point at C, sinusoidal
force of unit amplitude applied to the
liquid at A, and no structural or acous-
tic damping. Output plots are repro=
duced in Figure 2. Since the excitation
force had unit amplitude, velocity and
mobility are identical.

To investigate the magnitude of
error introduced by approximation, parts
of the analysls were repeated, first
with fewer modes and then with fewer
structural elements. When only the
first four structural modes, instead of
the first ten, were used in the sacond
step of analysis, significant differ-
ences were apparent for liquid veloci=-
ties when the frequency of excitation
exceeded 700 Hz and for pipe velocities
when the freguency of excitation exceed-
ed 400 Hz, When the number of elements
in the structural model was reduced from
25 to 13, the maximum changes for the
first four modes in natural frequencies
and apparent Btiffnesses were 1.3% and
3.1%, respectively. For those modes,
the maximum change in normalized dis-
placements was 0,12, 1In general, larger
changes were cbserved in the higher
modes.

second Example

Component synthesis was used to
estimate various mobilities of the sys-
tem described by Table 1 and Figure 3.
NASTRAN [11] was used for the first step
of the analyais. The finite element
model included 28 beam elements with
maximum length of 4 in, (102 mm) to
represent piping and six stiffness
elements to represent the support at K,
The moment of inertia of elements repre-
senting parts of the bends was reduced
by an "ovalization" factor [12]. Para-
meters of the first twelve modes, with
natural frequencies of 24.7, 25.4, 46.5,
57.4, 121, 156, 227, 322, 579, 729, 779,
and 1092 Hz, were transcribed from NAS-
TRAN output for use in the second step.
in addition to the natural frequencies,
these parametars included apparent
stiffness and normalized x, y, and 2z
translations of point C, y and =z

translations of F, x and z translations
of 1, and x translation and rotation
about y of K.

The second step was formulated with
a coupling point at each of the three
bends, sinusoidal force of unit ampli-
tude applied to the liquid at A, and no
structural or acoustic damping. The
output plots, which represent both velo-
city and mobility, are reproduced in
Figure {.

EXPERIMENT

The experimental work corresponding
to the two analysaes has been reported
earlier [6,7]. For the first example,
peint A of the piping of Figurc 1 was
secured to the flange of an acoustic
mobility/impedance trangducer, This
device consists of a diaphragmesupported
piston driven by an external force
generator. A nominal force amplitude
of 1 1b (4.4 N) was used. The driving
point mobility was datermined from an
accelerometer and hydrophone incorpora-
ted in the excitatjon device. The
liquid velocity response at point E was
determined with a hydrophone pluced 1/2
in, (13 mm) below the free surface. The
pressure at this point is proportional
to acceleration at the surtface since the
1/2 in, (13 mm} liguid column behaves as
a gimple inertance in the frequency
range of interest. The structural re-
gponged at point E were determined from
accelerometers., Observed mobilities are
plotted in Figure 2.

For the second example, point K of
the piping shown in Figure 3 was attach-
ad to a plate structure, That end of
the pipe was gealed with a rubber mem-
brane to simulate an open cnd, Excita-
tion of the liguid at point A was pro-
duced by a sound generator suspended
above the unattached pipe .nd and acoua-
tically coupled to the liguid through a
rigid cone adapter. An air cap of 1/64
in. (.4 mm) was maintained between the
cone and the pipe., Microphones in the
cone detected excitation pressure. The
liguid response at K was determined from
a hydrophone mounted a short distance
from the end of the pipe. Structural
regponses at K were determined from ac-
celerometers. Ohserved mobilities are
plotted in Figure 4,

DISCUSSION

Flgures 2 and 4 compare experimen-
tal observations to rosults of component
synthesis and to results obtained by
formulating and solving the partial dif-
ferential equations of motion of the
systems. The lattcr analysis has becon
described previously [6,7), althoughk the
plotted results reflect solution by a
more precise series approximation,




N S

o

AN

('.-— » -.’

et el
NI

P

.

v Chad o
R

Ea” .0 "a"a

TABLE 1

Description of Examples

Material
Density lb=-s8?/in?! (kg/m?)
Modulus of elasticity lb/in? (GPa)

First Example

Second Example

70% Cu, 30% Ni
8.4x10™" (9000)
2,28x107 (157)

Steel
7.35%107" (7850)
2.95x107 (203)

Outside diameter :n, (mm) 4.5 (114) 4.5 (114)
Ingide diemeter in. (mm) 4,03125 (102) 4.03125 (102)
Radius of bends in. (mm) 4 (102) 6 (152)
Lengths in. (m).
AB 36 (.914) 18.5 (.470)
DE 36 (.914) 32 (.105)
GH - 12.5 (.318)
JK - 7.5 (.190)
Support Btiffness:
A rigid -
K, % translation 1lb/in. (N/m) - 1.25%10°%(2.19x%10%)
y and z translations lb/in. (N/m) - 3,0%x107(5.25x10%)
x rotation lo=in./rod (N-m/rad) | =-- 5.0%10° (" .65x107)
y and z rolatiors lb-in,/rad (N-m/rad) - 2.5x107 (2.82x10°%)
Liquid oil oil
Density lb=s?/in% (kg/m*) 8.16x10"%(872) 8.16x107%(872)
Sound spexd in situ in./s (m/s8) 54000 (1372) 54000 (1372)
Boundary conditions at pipe ends open-open open«open
3
Z - T E
D
C
A |

Fig. 1 ~ Piping for first example.
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{ Discrepancies in predicted and liquid of thc experiments, this

Wi measured reaponses in the vicinity of condition corresponds to a frequon-
) peak amplitudes are caused by inaccur-~ cy of over 2000 Hz, which is well

Q ate, but different, estimates of damping beyond the maximum frequency of

B used in the two analyses. 1In non-reso- interest., For compliant pipe

;a nant frequency ranges, differences in walls, deviation from plane wave

> the reaponses predicted by the two ana- behavior is expected at frequencies

lyses are minor compared to the devia=-
tions of both predictions from observed
regponses. That is, component synthe=-
sis, despite its three approximations,
predicts observed bohavior nearly as
accurately as the more precise but mathe
eniatically demanding approach of forming
and solving partial differential egua-
tions of motion, Efforts to identify
significant sources of inaccuracy will
he more productive i{f directed at as-
sumptions common to both analysis tech=
nigques, rather than at the approxima-
tions peculiar to component synthemis,
Those common assumptions, and the cor=
responding exparimental conditions, are:

The piping is linearly olas-
tic, For the pressures, scotion
propertices, and configurations of
the exampls systems, the elastic
limits of the pipe materials were
not approached,

Dilation of pipe ¢ross section
is not coupled tc axial strain,
This assumption may cause slgnifi-
cant error [13), but is necessary
in the case of component synthosis
bucause avallable finite element
programs do nhot provide a two=node
alement with coupled radial and
axial strains,

The fluid is a linearly elas-
tic continuum, The test conditionm
were such that these constraints
were hot violated, l.e. dynamic
pressure amplitudes were snall
fractions of the mean system pros-
sure (atmospheric), and vapor pros-
sure was naver approached,

Steady flow velocity is small.
In addition to being a necessary
condition for the familiar formula-
tion of acoustic behavior, this
assumption eliminates the effect of
internal flow on the natural fre-
quencies of piping [14]. The ex-
periments were conducted with no
steady flow.

naar and above the natural frequen=-
¢y of the first lobar moda of the
pipe section, Kito's [16] formula
for regonant froquencias of liquid-
filled pipes, with the ratio of
wall thickness to pipe length von=-
servatively taken aus zaerae, predicts
850 and 1000 Hz as the resonant
froquencies of the first lobar
moda for the two examples. Those
limites are comfortably higher than
the maximum frequencies of interest,
In propagating through a hend,
a wava cannot ratain both constant
velocity and a planar front, Sev=
eral investigators have provided
evidence of the distortion of plane
waves at bends. In a thoeratical
analysis of long wave psopagation
in twoe=dimensional curved ducts,
Rostatinski [17) demonstrated that
the presence of a bend causes a set
of axial and radial waves that
modify the plane wave entering the
bend, a radial standing wave sus-
tained by the duct curvature, and
attenuation of the wave transmitted
through the bend, Wave propagation
in the ocurved duct was found to be
influenced profoundly by radium of
curvature, In an exparimental
study of wave propagation around a
bend, Swaffield (18] obseorved that
attenuation and reflection are de~
pendent on goometry of the bend,
Neithor investigation considered
the offect of motion of the bend on
waves in the contained liquid.
Since the results of both component
synthesis and differential equation
analysis deviate more from expurie
mental observations for the example
that incorporates the groater num-
ber and proportional length ot
bends, it meoms probable that tho
false assumption of plane wave be-
havior in bends contributaes signie-
ticantly to thene deviations.

Centrifugal force on a hend
due to circumferential motic-. of
the contained fluid is neylected,
Preliminary investigation indicatos

=

CONCLUSTONS

For the two oxamples, component

that this assumption is not a sig-
nificant source of error for the
axamples.

Sound propagates as plane
waves throughout the liquid, In
straight reaches of rigid-walled
pipe, an accepted condition for
plane wave behavior is a ratio of
wave length to pipe diamotor ox-
ceeding six [155. For the pipe and

synthosius approximates resulte givoen by
the more precise, but more difficult,
approach of formulating and solving
partial differential ecquations of
motion,

Differences in results of the two
analytical) methods are minor compared to
their shared deviations from experimon«
tal obsarvations,

Possible mources of inaccuracy in
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DISCUSSION

Yoige: You ussd modal synthesis; you took the
elgenvalues or the eigenvectors of eich system,
and you put them together. Is that right?

Mr. Hatfield: No. It le a mixed method. We
used a modal repressntation of the structure,
but we used acoustic representations of the
fluld columns, and then we coupled thosa. 8o it
is a mined modal=acoustic approach.

Yoiomr I kept looking for a ocontinulity
equation: Did you have one?

ME. fleld: Yes, I had a continulity equation,
and that formed the basis for the system
aguationas of motions The flret equation ls a
syabolic continuity expression.
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ACOUSTI RESPONSES OF COUPLED FLUID-STRUCTURE
SYSTEM BY ACOUSTIC-STRUCTURAL ANALOGY

Y. 8. Shin
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and

M. K. Chargin
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Centar

Moffett Field, California

also brie

2<D coupled fluid=beam system.

The use of an analogy betwean structural mechanics and
acoustics makes it possible to solve fluid-structural inter-
sation(FS1) problems using an existing structural analysim
computer program, This method was implamented in MSC/NASTRAN
program and the FSI analyais was performed using 2-dimansional
coupled fluidebeam model to assess and avaluate the ndegunoy
of this lggroueh. The coupled modal analysis of 3-D mo
v discunsed, This paper presents the nornal mode,
modal frequuncy response and transient rolgonlo analysis of
The signif
the acoustic pressurs response at the fluid-atructure inter-
face is obsorved an a result of fluid-structure interaction.

el ig

cant reduction of

INTRODUCTION

The interaction of an acoustic

fluid with an elastic structurs has
been an important uubinet, particularly
in the strugtural des f“ against under-
water shock or tha evaluation of the
boundary wall pressure field of an
acoustic fluid in the losa of coolant
accident in the nuclear reactor vessel,
An incompressible acoustic model of

the fluid is used in many onginoortns
problems to take into mccount the added
mass effect of the fluid, Howevar,

the need for the compressible acoustic
fluid model {s inevitable in many pro-

lems, particularly ussful in the
transient response analysis of the
coupled fluid-structure system,

A direct finite element troatment
of both tha compressible fluid and
structure was first given by Zienkiewicsz
and Newton{1] ko solve tha coupled
fluid-ntructure interaction problem.
The fiuite alement modelling includes
both acoustic fluid and structure,
leading to a system of unsymmetric
equations of motion in matrix form to
be solved[l]. Symmetry can be restored
by matrix maniqulntion which produces
completely full symmetric matrices of
same order as the original matricos,
or it can be restored by condensing out

intexior degrecs of freedom in either
the fluid or the structure fiald, and
reducing the wystem to purely atruct-
ural or purely fluid equation(2],
MacNeal developed a method utilizing
an uncoupled mode formulation of the
fluld equatinns, or of the atructural
squations, or of both, and it introduces
a set of auxilisry variables which
restores lymmotry to the coupled
equationall].

The uae of an analogy hetwoen struct-
ural mechanics and acoustice makes it
possible to solve fluid-structure inter-
action(FSI) problems using an oxisting
structural analysia computer program.
This methnd was implemented in
MSC/NASTRAN{4) and the FS1 analysis was
gerformnd using 2-dimensional coupled

luid-baam model to assess and evaluate
the adequnC{. The coupled wmodal analyais
of 3-D model is almo briefly discussed,
Furthermore, the sama technique was
successfully used to evaluate the effect
of the atructural motion on the fluid
boundary preasurc of Boiling Wator
Roactor pressure auppresaion pool in

the lown of coolant accident mituation
and the predicted results were in good
ngraement with the experimental results
[5]. This paper presents tho normal mode,
modal frequency and transiont response
analysin of 2-dimensional coupled fluid
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beam system, Tor the modal frequency
and transient responses, a static
approximation is added toc the dynamic
response of lower modes to compensate
for the truncated higher order modes

of the fluid[6). The results of normal
mode analysis are compared with the
theoretical ones with an excellent
agreement,

FLUID=-STRUCTURE INTERACTION ANALYSIS

The calculation of presasure responue
in a finite acoustic fluid medium con-
tained in u flexible structure is a
Yroblcm in which two geta of coupled

inoar partial differential equations
must be solved,

The governing acoustic field equation
for a nonviscous, ~ompressible, irrota-
tional fluid with pressure, p, csn i
written as,

TR S - 1
Ve [+ T M

whery C 13 the acoustic velocity in the
fluid(-/x7pf). x is tha fluid bulk
modulus, o, is the fluid mass density,
t is the t!mo. and Vv {s the gradiant
opstator, The oorrclgonding boundary
conditions ave as follows;

at free asurfaces,

p=0 (2)
at the interface along the wetted
surface of fluid and structure,

- ?
Tpeh = - og ::? e}

where Vp.fi is the pressure gradient
normal to the surface, u is the dia-
Ellcomont in the normal direction of
oundary.,

For a rigid boundary, the equation (3)
raduces to,

The governing equation of a atruct-
ure in matrix form can be written as,

M) E0I+ () (814 [K] (u)=(P) (3)

where [M],[e],[K] aro mass, damping and
etiffness matrices respectively, and
{P) {8 the equivalent fluid nodal force
vector, {u} {s the displacement vector
and "." denotos the derivative with

respect to time,
ACQUSTIC-STRUCTURAL ANALOGY

The use of an anaolgy between structe-
ural mechanics and acoustica makes it
possible to solve FSI problam using a
structural analysis program. The analogy
is summarized and its detalls are
described in Ref, 7,

1, Acoustic fluid pressure, p, is
vepresented by a component of structural
diaglaccment. u,., Since the acoustic
fluld pressure ta the only degree of
freedom at the grid point, all degrees of
freedom except u, at aach grid point
should be constraiffed,

u, = p

2, The structural mass density, o.,
corresponds to tho inverse of the fluid
bulk modulus, ¥,

p.-—-_

X

The stress-strain relation for the fluid
is uqulvclont(numoricnll¥) to choosing
the shear modulus G and oung'u modulus
E as shown {n (3) and (4) below: [8}]

3, The structural shear modulus, G
corresponds to the inverse of the fluid
denaity, ne

1

[ T S

op

4, Choose the structural Young's
modulus as follown;
For a three-dimensional fluid madel,

E = aG, as>sl

where o ia large enough so that atl Is
indintinguishable(numerically) from a;

a = 107 guffices,
For two~-dimensional fluid model,

E = 3G, el

where # 18 not so small that 1+i ia
indistinguishable(numerically) from
unity, #«=0,0001 sufficesn,
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For one-dimensional fluid model,
E=gG

S$S. The structural atresses, Yer Ty

and v, correspond to negative acce{er-
ations, -w -Qy and ¥, in x, y and z
directions, reapectively,

xl
. .%2_ - o

1 ) a ey
Txy" oy Oy y

where w is £luid displacement, As a
result of this analogy, stress data
recovery will produce the sccelaration
componenta within the fluid, with a
change in sign,

6, Fluid boundary conditlons are treated
a3 follows

At free surface, set u,=p=0

At rigid wall, take no"action,

At the surface where the normal
component of fluid acceleration ia known,
apply the grid point load,

Fo(E) = =A W, (t)

where A is the area associated with the
grid point,

7. Por fluid grid points lying in a
plane of symmetry or anti-symmetry,
the boundary conditions are, [8]

for symmetry
pe=0 for anti-symmetry

In the finite element analysis, the
symmetry condition on p is a natural
boundary condition and is satisfied if
no action is taken,

NABTRAN/FSI ANALYSIS

The coupled fluid-structure inter-
action model produces, in general, non-
aymmetric coupling terms in the
formulation, and, as a consequence, a

13

relatively slow unsymmetric eigenvalue
extraction method has to be employed,
However, MacNeal, et al[2,3] developed
a method to restore the symmetry by
matrix manipulation which produce full
symmetric matrices of the same order

as the original matxices, This allows
an efficient sﬁmmetric eigenvalue
extraction method to be used, The
interior degrees of freedom(DOF) may be
condensed out in either the fluid or
the structural field and the system can
be reduced to purely structural or purely
fluid equations,

The coupled matrix equation for the
flulde=atructure system can be written
as,

Met+k, | AT | |u| [F

smenengdonsssenien wne) @ (aew (6)
etA 1 C 8" +Ke P 0

where [M]) is the structural maas matrix,
[K.] ia the structural stiffnean matxix,

& is d/dt, s* = d'/dt? (an operator),
&c ] is the acoustic mass matrix
1varu|1¥ proportional to the fluid
bulk modulus), [Kg] 1is the acouatic
stiffnass mntrix(invoraaly proportional
to pf), [A] is the wetted surface inter-
faco arsa matrix, (u) is the structural
displacement vector, (g} ia the acousttic
pressurs vactor, and (F) ia the vector of
applied nodal forcea. (p)} includaes
prescures at pointa within the fluid and
or the surface, Similarly, (u} includes
normal components of motion at tha
interface, and other components of
motion within the structure which do not
couple with the fluid, [A]) 1is & rectan-
gular matrix of total number of struct-
ural DOF by total number of prassurae
DOF. Each nonzaro term is the tributary
area of a grid point associated with a
agocific pressure DOF and a structural
DOF at the interface,

Laet tha modal representation of
displacements and pressure be written
an

(u) = [o,] (£, 35
fp) = [ag] [£y) (8)

where [¢_ ), [+,] ure the matrices of
eigenveclors, Snd (Ea), (Ef) are the

eneralized coordinate vector for
isplacement and pressure, respectively,
The resulting modal matrix equation is,
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536 mf‘2+kf Ca

where
(3] = [6517 [A) [4,])
Fmd = (8,17 M) [6,)
Fmed = [9g]7 [C,) [0g)
Mol = 1407 (KD (0]
and  Fkpd = (01T (Kol T84]
<) indicates a diagonal matrix,
By matrix manipulation and with

definition of the following auxiliary
parameters,

() = (=) 117 (e

- [-11;-.-1 (6,07 (a1TtP)
(1) = 121 Lo,17 (1
(£} = [k (;2-:,)
rka - [—,:3—1
MRS = kg

Equation (9) can be written in the
following form, whero the pressure within
the fluid appoars explicitly: [3)

The following steps are carried out
for NASTRAN/FSI analysis:

1, Set up a finite element model for
the dry structure and calculate enough
vibration modes to adequately represent
its structural behavior,

2, Calculate the wetted tributary area
for each %rid point at the fluid-struct-
ure interface. This area is the

alement of the [A] matrix.

3% Compgte th; matrices, [ﬁ]+ [E% and
the matrix product
P [1/k 11,17 [A]

appearing in equation (10).

4, Set up a finite element model for
the fluid, Apfend to this model the
additional scalar dagrees of freedom
{¢) and {g.) together with the scalar
?pgtngl, [R) and the scalar masses,
m],

S. Analyze the resulting system for
its vibration modes, or for its
rosponse to dynamic excitation,

6. Computa structural displacements
using aquation (7), once {£ ) has been
evaluatad,

The solution is based on expansion of
the pressure and displacement field

in modal qoordinates, One disadvantage
of this method is the loss of contribu-
tions of the truncated modes to the
static(low frequency) response of the
system, This problem was remedied by
making an independent calculation of
the static response which ia added to
the rosponne obtained from the direct
solution of equation (10), NASTRAN
program was employed tvu fmplemented

the FSI analysis capabilities because
of its aasiness to control the prgﬁrnm
using Direct Matrix Programming(DMAP).

.Eo|3+Kf 4 0 I 0 A¢.-é;:q
e '.%L?li'tfi"""'é' )
T
................. SR e
L-k-i—ﬁﬂi o l-1 1 o 1

( P \ ( 0 W
L F,

Quenweda 4--;-L (10)
RS

) o)

Equation (10) is an advantageous form
for the boundary wall acoustic pressure
calculation.
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2-DIMENSIONAL FLUID-BEAM SYSTEM

A simply supported beam has one side
in contact with a finite acoustic fluid
as shown in Figure 1(a). The following
ghylicul properties of the beam and

luid are used.

Beam:
Welght Density(p,) 7,682 x 10* N/m’
% (0.283 lb/in‘;
Young's Modulus(B) 2,058 x 10'! Pa
(30 x 10° 8-1)
Section Moment of 0.1675 x 10°* m*
Tnertia(l) (40,24 in*)
Length of Beam(L) 3,048 m
(10,0 ft)
5l§5§' Deonity(p,)  9802,2%5 N/m'
eIght Deonity(p . m
8 (62,4 1b/te)
Acoustic Speed(C) 1524 m/s
(5000 ft/nec)
Height of Fluid 6,096 m
(20 ft)

A unit width of che fluid is considered,

) 2
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(a) A Fluid-Bean Bysten (b} A Finits Klenent Padsl
Pigure 1, A Beam with a Finite

Acoustic Fluid
THEORETICAL SOLUTION

Ths coupled modal frequsncies of the
fluid-beam aystum are to ba determined.
The equation of motion of the beam is,

. - e
"o

15

m 2 4 g1 S22V o gex,t) (1)
at? Ix"

where m is8 the maag of beam per unit
length, E is Young's modulus of beam,

I 18 the section moment of inertia, and

g(x.t) is the distributed load on the
eam,

The governing acoustic field equation
in Carttesian coordinates can be written
as,

1 3 nt 2
3°p + 3°Dp - 1 3°p <12>
ax! Iyt ¢ ac!

The boundary conditions of the beam and
fluid are,

Beam!:

y=0
} at x=0 and x=L (13)

.-?-:L-O
x?

Fluid: p = 0 at x=»0,L, and y=H (14)

Beam-£luid interface:

. . 3ty
_5%.. -Pg o (1%)

Solving this set of equatione (1l1)
through (13), the following frequency
equation can be ersily obtained,

(] ]
' h_ . (.
For qn - o (-r-) > 0,

oy tanh(o,H) y
—D] = ET(-p~

3
wl [m +
n n

n-1,2,3,..... (16)
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~
let a? = -a? ,

\ g tanh(anH)

[ m+

- EI (-1
Gn ]

n~1,2,3,.......

(17)

The equation of mode shapee for the
acoustic fluid pressure are expressed

and mode shapes are plotted as shown
in Figure 2,

Fluid with Rigid Boundary at Beam
Location

There were thirteen acoustic pressure
modes under 1000 Hz, The first six
mcdes are depilcted in Figure 3, plotting
the pressure variation along the x-axis,
The firgt mode is the coupled lateral
1/2 wave-vertical 1/4 wave mode, and
the second mode as the coupled lateral
1/2-vertical 3/4 wave mode,

by,
E S
For apn » 0,
pf“; nnx
Po(x,y) - o (sin-—Ir—O (sinany - tana ll cosa y) (18)
LI ok T
For ay ¢ 0, and let ™ )
Df”; nry o n ”
Pn(x.y) - - (ain L ) (uinhuny - tanhunﬁ coshany) (19)
%

2D-NASTRAN FINITE ELEMENT MODEL

The 2D finite olement model for FSI
analysis conwists of the beam and the
fluid, Using the symmetry about the
center of the beam and the fluid, only
half portione of the beam and the fluid
are modeled using 16 BAR elements snd
128 8-node QUADS elements respactively,
The fluid-beam finite element model is
shown in Figure 1(h),

NORMAL MODE ANALYSIS

To understand the basic dynamic
choracteristica of the aystem and to
mnake & busis to comparu the resulrs
with the thooratical cnes, the normal
mode analyses of the following cases

are performed, (1) dry structure(beam
only), (2) fluld with rigid boundar{
at beam location, and (3§ coupled flutid

beam system,
Dry Structure (Beam Only)

There ware five modes under 5000 Hz
and the first five natural frequencies
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Figure 2, Natural Frequencies and Mode
Shapes of Dry Structure(Beam Ornly)
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Coupled Fluid-Beam System

Five dry structure modes and thirteen
fluid modes were included to perform the
modal analysis of the coupled system,

The first saven coupled acoustic pressure
modes are depicted in Figure 4, Tge

firast mode at 39.18 Hz and fourth mode

at 403,20 Hz are clearly the local
pressure mode induced by the structure.

The results also indicate that the
structural motion shifts the dominant
acoustic frequencies, The finite
element results are compared with the
theoreticual resulta based on the
squations (16) through (19), and it has
an excellent agreement, The comparison

of the natural frequencies are shown in
Table 1.

MODAL FREQUENCY RESPONSES

The unit acceleration excitation was
aYpliad at the middle of the fluid
(location &6 sghown in Figure 1(b)) and
the excitation frequencies were swept
from 0 to 700 Hz with the log increment
of the frequencies, The frequency
responses of both the fluid with rigid
boundary and the couplad fluid-beam
system were calculatud, The case of
the fluid with rifid boundary identifies
the significant fluid modes, and the
coupled fluid-beam system shows the FSI
effacts on the coupled responses of the

¥
r ‘ 1
{1H) {1
T RRRARY 11
1L 1l
111 11
111
1
1 i
il
Tt
liHIﬁ
i
i
x P
1at Mode 2ud Mode Jrd Mode
(257,69 He) (112,30 Hx) 400,19 Hz)
Figure J.

Table 1. Comparison of Coupled
Natural Frequencles between Theoretical
and Finite Element Results

Mode Theory Finite Element
1 39,27 39.18
2 269.97 270,17
3 328,18 328.44
4 403,21 403,20
5 414,01 414,18
6 515,40 515.54
7 625,19 625,43
8 739.76 740,32
9 756,89 757.82

10 779,55 781.61

system,

The 5% cougled modal damping
was assumud for both cases.

Fluid with Rigid Boundary at Beam
Location

The acoustic pressure frequency
response at the center of beam is shown
in Figure 5, The acoustic pressure
response was dominant at 257 Hz (first
acoustic pressure mode), and the second
peak was observed at 400 Hz (third
acoustic pressure moda), There was no
sianificnnt response pealt at the second
mode since it is being forced at a node,
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4th Mode $th Modo 6th Mode
(503,93 He) (615,73 He) (732,05 He)

The First Six Natural Frequencies and Acoustic Pressure

Modes of the Fluid with Rigid Boundary at the Beam Location
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Coupled Fluid-Beam System

The acoustic presaure frequency
response at the center of beam is shown
in Figure 5. The results show that the
acoustic pressure response was dominant
at 270 Hz(first pressures mode), and the
second peak was observed at 414 Hz
(£ifth pressure mode). The small sharp
acoustic pressure response pesk at 39 Hz
was caused by structural motion,

The dominant acoustic prassure
response peak was reduced about 50% at
tha center of the beam due to the fluid-
structure interaction.

MODAL TRANSIENT RESPONSES

Impulse acceleration was applied at
the middle of the fluid(location XU
shown in Figure 1(b)). The input excita-
tion was & symmetrical triangular
impulsa of 127 m/s? (5000 in/sec?) paak
at 3 msec, with a duration of 6 msec.

The first five beam and fluid modes are
included to Eerform the modal transient
response analysis, The damping is
assumed to be zaro.

Fluid with Rigid Boundary at Beam
Location

The modal transient acoustic pressure
response at the conter of beam is shown
in Figure 6, The results show that the
peak overpressure occurrad during the
agplication of the impulse loading and
the peak under-pressure occurred after
termination of the impulse.

It also indicates clearly that the
dominant frequency was 257 Hz, the first
acoustic pressure mode,

Coupled Fluid-Beam System

The modal transient acoustic pressure
response at the center of beam is in
Figure 6,. The results show that the
peak over-pressure occurred during the
lgplicntion of the impulse loading and
the geak under-pressure occurred after
termination of the impulse, It aleo
indicates that the dominant frequency
was 270 Hz, the second modal frequency,
and there was a higher frequency contri-
bution which was small compared to the
pressure peak at 270 Hz, They also show
the participation of the first local
mode at 39 Hz.

19

There was a significant decrease of
the acoustic fluid pressure due to che
boundary flexibility, At the center of
beam, the geak over~pressure was reduced
by about 40%, and the peak under-
pressure showed about 39% decrease due
to the FS5I effect,

DIRECT TRANSIENT RESPONSES OF COUPLED
FLUID-BEAM SYSTEM

To check the accuracy of the modal
rcnfonaeo. the direct transient response
analysis was also performud using the
equation (6), the coupled unsymmetric
matrix equation of motion. The same
input excitation used for the mudal
transient response at thae center of beam
is calculated, The comparison of modal
and direct transient responses showed
an excellent agreement,

ID-NASTRAN/FINITE ELEMENT ANALYSIS

The rectangular ghape pool with the
contained fluid 1s coneidered and the
3D finite clement model is shown in
Figure 7, The vertical sides and the
bottom floor of the pool are asesumed to
be rigid, Using the vertical plane of
symmetry along the center of the pool,
one half portions of the plata and thae
fluid are modelled using 48 4-node QUAD4
elements and 672 B-node HEXA elements,
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Figure 7, 3D-Finite Element Model
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Pigure 9, The First Two Acoustic Fluid Pressurae Modes of the

Coupled Fluid-Structure Svstem

Only normal mode analysis 1is

erformed

to look into the effect of the goundary

flexibility on the acoustic fluid
prassurs modes, For the fluid with
rigid boundary at the plate location
(See Tigure 8), tho first mode is a
vertica guarttr wave mode, and the
second mode

i3 a coupled vertical 1/&

wave-horizontal 1/2 wave mode. TFor the

coupled fluid-structure swystem (see

Figure 9), the strong effacts of the
boundary flexibility to the acoustie
fluid pressure modes are aobsarved. The
firet mode shows the combination of the
vertical and the horizontal wave modes,
whose dominant frequency 16 in the
neighborhood of the fundamental frequency
of the structure, The second mode

shows the local acoustic pressure mode
induced by the structure,
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FLUID-STRUCTURE INTERACTION BY THE METHOD OF CHARACTERISTICS

Franklin D. Hains
Naval Surface Weapons Center
White Oak, Silver Spring, Maryland

Linearized formulations for the pressure oading on submerged structures are
{nadequate when applied to impulsive Yoads from strong underwater shock waves, The
limitations are discussed briefly, and a new approach based on the method of
characteristics 1s presented. A non<linear, exact relation is obtained for the
prossure toading on & compliant structure produced by a plane shock wave. The
characteristics in the physical and state planes are described for the interaction
of three-dimensional, curved shock fronts with a structure. An spproximate,
non-1inear velation {s obteined for impulaive shock loading on compliant surfaces
by curved shocks. This relation can be used to improve the accuracy of computer
codes that currently use 11nearized interaction formulations.

INTRODUCTION

The reflection of an underwater shock
from « submerged structure Yeads to a complex
fluid-structure interaction problem. The
approach that 1s generally usad ¢o solve this
problem 1s to decouple the fluid mechanics
from the structural mechanics (1), The
pressurc loading {s expressed as a function
of two variables: The pressure field on 3
rigid structure, and the velucity of the
surface of the structure. For rolatively
weak shocks moving just above the spoed of
scund, this 1inearized spproximation may be
adequate as long as the structural velocfty
deas not increase to such an extent that the
theory predicts unreaiistic negative values
of pressure that pull back on the movlng
surface. Some computer codes that handle
fluid-structurs interaction ::ob1oml appesr
to have no restrictions on the magnitude of
tension the water can sustain. The output
from these codes often do not include plots
of the computed pressure loading on the
moving surface of the structure. Without
knowing the actual pressire Yoading that
produces the deformation of the structure, it
1s difficult to place much confidence in the
numerical results generated by such codes.

In genersl, the flutd-structure
interaction problem 13 non-linear, and the
pressure loading at any instant in time is @
function of the previous history of the
motion of the structure. In this paper, the
method of charscteristics {3 used to obtain a
non-11near anproximntion for the Rrossurt
Toading which 1s {ndependent of the previous
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Mstory of the motion, This approximation
can be used to improve the accuracy of
fluid-structure interaction computer codes.

A MODIFIED EQUATION OF STATE FOR WATER

The reflection of a shock from an
underwater structure compresses the water in
contact with the wall. As the incresased
pressure begins to move the wall, the water
4180 moves with it, but the volume of a
moving element of water also increases. This
volumetric change Yeads to a reduction in the
density of the water which, fn turn, leads to
4 reduction in pressure. Very often, the
pressure will fall below atmospheric, and
cavitation will occur. In this paper, the
water {3 treated as a continuum even 1if
cavitation occurs,

The Tait equation of state for water is
p* = a [p*]9 - b 1)
where a » 3001, b = 3OO0, and g = 7,156, The

pressure in atmosphares 13 related to the
dimensionless pressure p* by

P * pop* (2)
where py 18 the pressure at a reference
state wﬁich {s chosen hars as one
atmosphere. Similarly, the water rensity in
qramg per cubic centimeter is related to the
dimensionless density o* by

o " peo* (3)
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whare oo 18 the water density at the

reference state. In this :cpor. all
uantities with an asterisk (*) are

imensfonless quantities.

As indicated in Figure 1, the pressure
can go negative {f the density s reduced
sufficiently, With the standard Tait
equation, the pressure drops to -3000
atmospheres when the density reaches zero.
Such high values of tension are not
realistic. The Tait equation can be modified
by rosott'n’ the cosfficients a, b, and g to
o new sat of vatues A, B, and G when pressure
p* drops below 1,0. The constant 8 (or b in
the case of the Tait equation) 13 equal to
the absolute value of p* when the density
vanishas. As shown in Figure 1, the values
of the constants A and G are chosen so that
the dashed curves merge into the solid Tait
equation curve 3o that the slopes and values
are continuous at point J. In this way, the
state of the water is represented by @
continuous curve 30 that the sound speed i3
also continuous.

The speed of sound for low pressures can
be computed from the expression

dp

cn o (4)

Since the slope of the state equation plotted
in Figure 1 approaches zero as the water
density s reduced, the speed of sound also
approaches zero with the density., With this
modification of the Tait equation, water can
be treated as a continuum with continuous
changes {n pressure, density, and sound
speed, even though cavitation may occur.

REFLECTION OF A PLANE SHOCK WAVE

The dyramics of shock wave-structure
interaction can best by understood by first
treating a simple problem in a number of
Togical steps. To accomplish this, we have
chosen the configuration shown in Figure 2
where a plane shock approaches a wall. The
condftions behind the shock are assumed to be
uniform, leading to the step function
distribution in pressure shown at the bottum
of the figure. The pressure is rafsed from
the ambient Yevel p, to the level py
behind the incident shock.

The pressure loading after shock
reflection 1s dependent on the physical
characteristics of the structure. If the
structure is perfectly rigid so that 1t
cannot move, as shown {n Figure 3, &
reflected pressurc denoted by P is produced
in the region between the shock and the
wall, On the other hand, if the structure is
compliant and begins to move under the
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{nftial reflected pressure Yoading, expansion
waves will be emitted by the moving wall as
shown in Figure 4. A train of these
sxpansion waves 1s shown at the top of the
figure, and the corresponding pressure
distribution 18 shown at the bottom. The
actual pressure exerted on the wall which
produces the motion, which is detonated by

o I8 the combined result of the motion
shock waves and expansion waves.

The trajectory of the wall is shown in
the physical plans presented on the left side
of Figure 5. After the reflected shock
produces a peak pressure P {n regfon 1 which
starts the wall mnvin?. expansion waves move
back into the water along the I family of
characteristics, Alon? the characteristics,
the compatibility conditions given in
Reference 2 require

dp = +pcdu (8)

whare the plus and minus signs apply to the
1l and I families of characteristics 1n the
state plane, ros::ctivc\y. In the state
plane shown on the right side of Figure 6,
the characteristics are straight 1ims.
There {s a change in slope of the
characteristics when the coefficients in the
modified state equation chango their values
abruptly at tha point where the pressure
drops below atmospheric,

The density, sound speed, water
velocity, and peak pressure are related to
their dimensionless values, indicated by an
asterisk, through the expressions

,*.‘.’_ ct-s-
[T Co )
&
! ur = !_ P* &
o Po

where po, 0o and ¢o are the reference
values of pressure, density and sound
velocity, respectively. In tarms of these
variables, the integration of Equation (5)
along the I family characteristic in the
state plane leads to

pi u*
/ dp* = - ag [ p*c*du* (7
"

If the acoustic impedance p¥c* = 1,
Equation (7) reduces to the familiar
Vinearized expression

p* = P* . agu* (8)

given in Reference 1. In this acoustic
approximation, the density and sound speed of

PP g =T T <P T PN TV VN Y PPy




the water will change acrors a shock, but
will remain constant after the shock passes.
AYso, a1l expansion and compression waves
will move at the same sound speed, and the
water velocity adjacent to a moving wall must
tlways be small compared to the sound speed.

With the afd of Equations (1) and (4),
the axact expression for the acoustic
{mpadance 13

p¥er = [pe]n (9)

whare

2 ' (10)

Substitution of Cquatian (9) intn Equation
{7) Yeads to the exact, non-inear preryure

velocity wil) produce cavitation and unload
the structure. This exact solution for @
?uno shock 1n water shows that only a
imited amount of energy can be transferred
to an underwater structure because of the
pressure release produced by the motion of
the structure.

A comparison of the numarical results
using the non-linear and linear
fluid-structure interaction relations is
shown in Figure 6. The linearized solutions
(dashed 1ines) were obtained from Equation
(8), and the non-linear solutions (solid
curves) ware obtatned from Equation (11).
Tha curves were computed for P* spanning the
range from 4 to 40,000 atmospheres. If the
two curves that correspond to a particular
vélue of P* are exanined, it 1s clear that at
the same wall velocity the linear theory
predicts a higher pressure on the structure

relation than the exact theory. This means that, (n
the sbeence of nygative gnuun Yoadings,
p* » =b + a [c*))/m (1) the Yinearized theory «11) predict o larger

. . maximum dfsplacemunt of & dtructura than
! where ' actually ‘occurs.
:-;: g-1 : © The maximum veloctty. of the wall (s
X " e ! reached whor .the wall presivre P* vanishes.
1) q S8 Uunv Equatfon (8), the maxinum velocity
34 o ' R attafnadle In the (1nadrized case i3

L} . ot ' lag
! ' - . \ R [U;u] Yinear * P¥/(ag) (14)
.;- r P* + b N ! : H - !
0y ot "l'-w- oogmu it (18) The torres omding vulua in the non-1linear
> - b v case < \
v, : . [ .
P i N R 1 .
. \quation 11} relatas the presiure ncting on 1
A the 1) lo the “slocity 9% tho watl, Mte [u,‘;“] . -0

that 1n tids casn the Dresud.'e 4t any inyant nan-linear  ga
n 15 {ndependent of the previous history of the
3 wall mbtion. a - prap\ M /p\m
-‘ﬁ.i cumaasne w | = (‘s)
N Refursing to Figure 5, the shock wave ' .

“-
Lo

"._I

vaites % feomr 1.0 in regton A, {0 2.0 (n
regior 1. Because u* {3 atil1l gero, the
wate* ¢n contact with the wall has baex
{natantanecusly compresied by the shock, but
hus not heen set tnty mptfor, As the w'il
oeging to move, tha piessure joading
Ustresser ¢n accordance with Enustfon (1Y),
£puiston wawis are emitted by the will ae
shown (n the physical plane of Figure 5. The
watar tiut §s in coatact with the wall
romafny Jn contact with the well as it
woves. Any ChCAge 1n prassure {3 always
accoupanied by a change {n water density as
prescrited by Equation (1),

The numerica) valuyas of points 1 through
4, sthuwm in the state plane of Figure 5, are
obtained from Equation (13). The points fall
on 4 characteristic of the I Camily, 1If the
pressure drops balow an atmosphers, the slope
of the characteristic fncveases dramatizolly
so that any further small increase in wall

where m {3 given by Equation (12). The ratio
of theue maximum velocity values is defined as

»
[0
1inear

R (16}
[
nen=11near

U""f values of a, b, and g corresponding to
the Tait equation, the values of R shown in
Figure 7 were computed, The error assocfated
with the 1insarized theory increases with
thock strength as non-linear effects
predominate.

REFLECTION OF A CURVED SHOCK
Most shocks of practical interest are

three-dimensional in nature, and therefore,
have @ curved shape. The surface area of a
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curved shock tends to increase with time, and
1ts strength tends to decrease with time. As
shown in Figure 8, a curved shock s weakened
by a train of expansion waves emitted by the
shock as 1t moves through the water. These
waves produce the impulsive pressure
distributfon shown at the bottom of the
figura. The reflection, of a curved shock
from a rigid wall 1s 11lustrated 1n Figure
9. After reflection, the surface area of the
shock front continues to increase, and the
shock 1s weakened further by the emitted
expansion waves. These waves move toward the
wall and serve t0 veduce the increase in wall
pressure initially imparted by the reflected
shock. The resultant pressure 1oading on the
::11 1s impulsive, and decays rapidly with
me.

If the wall 1s compliant, so that it
begins to move under the mn{od impulsive
Toading, 1t will also emit its own train of
expansion waves as shown 1n Figure 10, These
waves tend to reduce the wall pressure
further so that the Toading bacomes aven more
impUisive. This can be seen from the
%ouun distributions shown 1n Figures 9 and

An overall view of the shock-structure
{nteraction is shown in Figure 11, The
deceleration of the incident and refiected
shocks by the emitted expansion waves
produces the curved paths shown in the
diagram. If the shocks were plane instead of
curved, no expansion waves would be emitted
by the shocks and the paths would be stmgrt
11nas. The pressure Yoading produced by t
reflected shock 1s modified by expansion
waves emitted from the reflected shock and by
oxglnlinn waves emftted from the moving
wall. When the wall has resched 1ts maximum
velocity and begins to decelerate, 1t starts
to emit compression waves instead of
expansion waves. These compression waves
will eventually overcoms the influence of the
expansion waves from the shock 5o that the
pressure loading reaches a minimum and begins
to :nmm. producing a secondary pressure
peak.

The e!\yncn and state planes for curved
shock reflection from & compliant wal) are
shown in Figure 12, Because waves of both
famil{es of characteristics impinge on the
wall, the path of conditions in the state
plana for roqionl 1 through 7 follow a zigza
path. The simple integration of Equation (5
used for plane shocks 18 no Jonger possible
because of the continual change 1n sign of
the right-hand side of the equation as the
solution Jumpy from one family of
characteristics to the other. This means the
wall pressure at any instant in time 1
dcgondont not only on the current wall
velocity, but 1s a function of the previous

history of the motion of the wall. The
pressure loading can be computed step-wise in
time by the computational technique described
in Reference 3.

A NON-LINEAR APPROXIMATION FOR FLUID-
STRUCTURE INTERACTION

It {s desireable to have & fluid-
structure interaction model that has greater
accuracy than the linaarized theory, but 1s
not as complicated as the exact method of
characteristics. This can be accomplished by
a modification of the exact solution
presented earlier for a plane shock wave.
Whan & rigid wall {s struck by a plame shock,
the pressure loading has the constant value
Pe, If a rigid wall {8 struck by a curved
shock, the pressure loading has an impulitve
dfstribution denoted by ps. In Equatfon
(17), the flutd-structure interactfon
equation for a plane shock, the pressure
Toading 13 a function of the local sound
speed of the water in contact with the wall,
As indicated by Equation (13), the sound
speed for the plane shock case, s a function
of P*, the rigfd wall pressure loading. In
the curved shock case, 1t 13 reagonable to
replace P* {n Equation (13) by pR so
that Equation (13) becomes

p* + b]"
A 2 . Jmu* an

Now, the sound spesd c* on the wall {s
1nffuom:od by expansion waves from the shock
a8 well as by expansion waves emitted from
the moving wall. Substitution of Equation
{17) nto E:uction {13) eads to the
non-1inear fluid-structure interaction formuta

"1
[(p. ’ b) gz
R 9
p*l-b*. sttt
a

() } T

where a, b, and g are coefficients in the
Talt oquation of state for water. These
coefficients are replaced by A, B, and G
whera the pressure fa)ls below one
atmosphere. (f the changes in u* are smal),
Equation (18) reduces to the 1inearized
formula given by Equation (8).

The physical and state planes that
correapond to this approximation are shown in
Figure 13. Across the dashed horizontal
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1ines shown in the physical plane, there is
an instantaneous dro? in c* as indicated by
the vertical dashed lines in the state
plane. Because this drop occurs without any
change {n wall velocity u*, Equation {17)
shows that the drog i3 a result of the decay
of ph with time. The change across the

11 family of characteristics in the physical
plane 15 along the [ family of
characteristics 1n the state plane. Thus,
the path from region 1 to region 7 in the
state plane 13 comprised of segments along !
family characteristics separated by vertica)
Jungl betwaen characteristics., Since the
path 18 only altong one f|n1l{ of
charactertistics, Equation (B) can be
tntegrated as before u:!ng only the negative
sign of the right=-hand side of the equation.
The final result of this {ntegration it
Equation (18),

A comparison of the paths in the state
planes of Figures (10) and (13) suggottl that
this non 1inear approximation should give
results in close agreement with the exact
solution by the method of characteristics.

he use of the non=linear formulation {n
structural codes can by implemented in two
ways. The satisfaction of Equation (18) at
any time step can be met throu?h an
interation procedurs, or Equation (18) can be
satisfied one time step later.

CONCLUS IONS

Underwater flutd-structure interaction
for pressure Yoadings from plene and curved
shocks has been studied with the method of
characteristica. The Tait equation of state
for water was modified to handle the low
pressure and negative pressure regime where
cavitation can occur. With the modified
equation of state, the water can be treated
48 a contthuum over the entire pressure
1vading regime.

An exact expression was obtained for the
pressure loading from a plane shock wave
which is modified by wall motion. Comparisons
with the corresponding expression from
1inearized theory shows that for the same
wall velocity, 1inearized theory predicts a
higher prassurs loading than the exact
theory. This means that Yinearized
expressions for fluid-structure interaction
tend to overpradict the deformation of
submerged structures from underwater shocks.

An approximate, non<linear fluid
structure 1nteraction relation was obtained
for the case of impulsive pressure loading
from a curved shock wave acting on a
compliant structure. In the 1imit of weak
shocks, this expression reduces to the
:;:carizod expression obtatned by acoustic

ory.
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A Solution to the Axisymmetric Bulk Cavitation Problem

Frederick A. Costanzo and John D, Gordon

David Tayior Naval Ship Research and Development Center
Underwater Explosions Research Division
Portsmouth, Virginia

bulk cavitation pheromenon.

Physica. considerutions are applied to the analysis of bulk
cavitation in order to derive an existing method for deter-
mining the upper and lower cavitation boundaries, Then, a
closurs model is developed which uses the upper and lower
cavitation boundaries as input and computes the time and
depth of bulk cavitation closure, as well as the magnitude
of the pressure pulse generated by the water hammer.
Finally, an illustration is given on how to predict pressure
and water particle velocity histories associated with the

INTRODUCTION

Due to the recent shock tests of the muclear
guided missile cruiser, USS ARKANSAS (CGN-41),
there has been a rapid growth of interest sur-
rounding the phenomenon of bulk cavitation.
Bulk cavitation occurs when compression waves,
which are generated by the underwater detona-
tion of an explosive charge, cﬁropagete to the
surface and are reflected back into the water
as rarefaction waves. "These rarefaction waves
cause a state of tension to occur within a
large region of water. Since water cannot
ordinarily sustain a significant amount of ten-
sion, it cavitates and the surrounding pressure
rises to the vapor pressure of water, The
region in which this occurs is known as the
bulk cavitation region, and it includes all
water which cavitates at any time after the
detonation of the explosive charge. The upper
and lower boundaries,which show the maximum
extent of the cavitated region, foxm what is
referred to as the bulk cavitation envelope.

It is the extent of the cavitated region and
the effects brought about by the contraction or
closure of this region which is currently of
major concern,

The existing method by Walker and Gordon
[1] for calculating the bulk cavitation closure
depths and times has been shown to be in~onsist-
ent with calculations for the cavitation
boundaries. As a result of this, a new bulk

cavitation closure theory which will be consist-

ent with these cavitation boundaries must be
developed.
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OBJECTIVES

The objectives of this investigation are:
first, to develop a method for determining the
times and depths of closure of the bulk cavita-
tion region which is consistent with the calcu-
lations for the cavitation envelope; and second,
to use these computed closure times and depths
in predicting the pressure and water particle
velocity histories at any location within the
range of bulk cavitation.

APPROACH

In this study, the method of Arons [2] for
determining the bulk cavitatlon boundaries is
derived from physical considerations. Next, a
new model for determining the depths and times
of cavitation closure is developed using the
cavitation boundaries found by the method of
Arons as input. Finally, the results obtained
from this new model are used in conjunction
with plane wave acoustics to predict pressure
and water particle velocity histories. Through-
out this entire study, the effects of a reflect~
ing bottom are neglected and a free field
condition is assumed,

STATEMENT OF THE PROBLEM

An explosive charge of weight, W, detonated
in water at a depth, D, is considered. The
water in the vicinity of the charge 1s assumed
to be infinitely deep. Attention is focused on
8 pressure gage located at a point (X, Y) as
shown in Fig. 1. Upon detonation, a compres-
sive shock wave is generated and radiates
spherically away from the source. Before this
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compressive wave reaches the gage locatinn by
traveling along line 0-1, the gage, assuming
for illustration purposes that it is an abso-
lute pressure gage, meagures a pressure denoted
bK line A-B in Fig. 2. This pressure is simply
the sum of the atmospheric and hydrostatic pres-
sures at the gage location, When the shock wave
arrives at the point (X, Y), the pressure jumps
to point C and then decays expcnentially along
the curve C-D. In Fig., 1, line 0-2 represents
a particular path of the shock wave which trav-
els to the surface. Since the specific acous-
tic impedance of air is much less than that of
water, a rarefaction wave is reflected back
into the water along segment 2-1. The arrival
of this reflected wave at the gage location is
termed surface cutoff and is illustrated in
Pig. 2 by a gudden drop in the ubsolute pressure.
This concept of surface cutoff is made clearer
by depicting the rarefaction wave as emanating
from an inuig charge, YWi, and propagating along
line 3-2.1 Rig. 1. is is known as the
mothod of images for computing surface cutoff
and is valid since the distance 3-2-1 ayuals
the distance 0-2-1, Pig. 2 illustrates that
the rarefaction wive tries to lower the abso-
lute pressure at the gage location to one of
threo levels; greater than the vapor pressure
of water (B), less than the vapor pressure of
water but greater than the cavitation pressuro
F), or less than the cavitation pressure (G).

re, the cavitation pressure is defined as the
pressure gt which the water breaks, The next
aection describes how the method of Arons (2)
is used to map out the bounds of the cavitated
region thut forms when surface cutoff tries to
lower the absolute pressure below the cuvita-
tion pressure.

DERIVATION OF THE METHOD OF ARONS AND THE
TANGENT RULE

lat P be the absolute pressure (overprussure
+ atmospheric + hydrostatic) at a point (X, Y)
in the water at an instant prior tou the arrival
of the reflected wave from the surface, Then
let P be u function of the coordinates « and r
as shown in Fig. 1; i.e,, P= P(a,r), Accord-
ing to Arons [2], the upper cavitation boundary
is defined as the locus of points at which the
absolute pressure drops to the cavitation pres-
sure (s negative pressure of a few psi) upon
arrival of the rarefaction wave. Water which
is in cavitation will remain cavitated as long
as the absolute pressure does not rise sbove
the vapor pressure of water (about 0.3 psi).
In the method of Arons (2], both the vapor
pressure of water and the cavitation pressure
are taken to be zero. Thus, the equation defin-
ing the upper cavitation boundary is

Plo,r) + P = 0 Q)

1f P, , the reflected wave, is expressed in
terms of the charpe weight and standgﬁg usjing
the method of images, then P. = -A(WL/5/r)B,

Substicution of this expression in Eq. (1) gives
Pla,-) - A3 /m)B w o @)

Here A and B are constants particular to the
type of explosive.

Before the cavitation boundary is discussed,
the term breaking pressure must be defined. The
breaking pressure is the magnitude of the rare-
faction wave (or relief wave, aa» it is commonly
termed) which reduces the absolute pressure at
@ point to the cavitation pressure. In other
words, since the cavitation pressure is tuaken
to be 0 psi absolute, the breaking pressure has
a magnitude equal to the absolute pressure at a
point prior to the occurrence of cavitation at
that point. The equation of the lower cavita-
tion boundary is derived from consideration of
the propagation of this breaking pressure into
the uncavituted water beneath this boundary,
Let Py = P(a,R) bo the breaking pressure for a
point lying at the lower cavitation boundary.
At this lower boundary, P(s,R) must propagate
into uncavitated water with sphevical attenua-
tion resulting in P = P(a,R) x (R/r)B. This is
represented in Fig.B3. This pressure expression,
Pr = P(a,R) x (R/r)”, must have a fuster decay
rate than the general expression for absolute
pressure, P « P(a,r), or the water located along
the dashed line extending below the lower cavi-
tation boundary will continue to cavitate.

Thus, at a point on the lower cavitation bound-
ary, the decay rate of both of these pressure
expressions is the same. Therefore:

4 tPta,R) x /)P I,.R ) adf'[m'mlr-n

If all terms of this equation are shifted to
one xide of the equal sign and r-B is factored
out, then application of the chain rule to
differentiation of a product results in:

£ [P xPa,r) = Plo,R) % RB1| -0
=R
This expression may be simplified furthes by
recognizing that the product, P(a,R) x RY, per.
tains to & spucific point and thus may be
treated as a constant when differentiating.
Therefore, this equation hecomes:

B xp(a,r)] = 0 ®)

where r = R, the point at the lower cavitation
boundary for a givena. Eq. (3) is the method
of Arons (2] for determining the lower cavita-
tion boundary. It is equivalent to tho equa-
tion presented for this method in the report by
Gaspin and Price (3].

In Fig. 4, the general stape of the bulk cav-
itation cnvciope us determined by the method of
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Arons (2] is given. It is of fundamental inter-
est to the bulk cavitation problem to locate the
point ut which a line drawn from the image
charge is tangent to the upper cavitation
bo .thFordthe gerivatzgn of thisittluxggn‘t)
int sides of Bq. (2) are multiplied by
’;B mf the rosulting equation and its total
derivative with respect to r are written below
a3 Bqs. (4) and (5), respectively,

Bxpa,r) - AWY3HE « 0 (4)

£ B upg,n - at/ 3B
" o (PP, )]

r P xP@nI g o0 ()

For a given value of da/dr, the simultaneous
solutinn of these two ﬂ:ﬂunticms gives the corre-
sponding values of o r. ¥hen the ray
extending from the imige charge is tangent to
the upper cavitation boundary, o is & maximum
and day'dr = 0, When this value for da/dr ls
substituted into Bq. (5), the fnllowing is
obtained:

P xp@,n v 0 ®

Therefore, the simultaneous solution of Bqs. (4)
and (6) gives the values of & and r at the tan-
gont point. Eq. (6) also happens to be equiva-
ent to Bg. (3), the squation whose solution
determines the lower ravitation boundary. This
indicates that the luner and upper cavitation
boundaries intersect at the polit at which &
line drv... from the imlgo charge is tangent to
the upper boundary. This rule of tungency ls
also illustrated in Fig. (4).

DEVELOPMENT OF THE CLOSURE MODBL
General Description

In Pig. 5, the general representation of a
point which lies within the cavitated 1egion is
given. Upon the srrival of the relief wave at
this point, the verticel component of the
{instantanecus watey particle velocity is tie
vacter suam of the vertical components of the
tw velocity vectors shown in Pig. 5. This
vector sum is termed the verticul water particle
kickoff velocity at point (X, Y) and is depend-
ent solelv upon the magnituces and directions of
the incident and reflectud acoustic water par-
ticle velocitias, The directlons of these
velocities are definnd by the unit vectors, i
and J, a8 shown in the figure.

At. every horizontal range within the extent
of the bulk cavitation envelope, there exists a

column of water which lies between the surface
and the upper cavitation boundary. Since this
water does not cavitate, it is assumed that all
water particles contained in this vertical col-
umn are kicked off simultaneously with the kick-
off velocity of the water particle located at
the upper cavitation boundary. This is illus-
trated in Fig. 6. This surface layer, which is
kicked off at the time of relief wave arrival
at the upper cavitation boundary with an initial

velocity, Vo, is decelerated by atmospheric
pressure nng gravity. At a short time later,
the water particle lying directly beneath this
surface layer 1s kicked off with an initial

velocity, 2,. Since this particle lies within
the cavitatéd region and is kicked off after the
surface layer, it becomes separsted from the
surface luyer and therefore has no atmospheric
pressure uctin{ upon it. Thus, only gravity
decelerates this particle., Bventually, this
water particle will collide with the surface
layer above it. In the development of the clos-
ure model, it is assumed (as was done in the
work by Waldo PP that this is a perfectly
inelastic collision, Thus, this particle and
the surface layer above it now form an augmented
surface layer which has a velocity derived from
8 conservation of momentum consideration. As
with the original surface layor, this sugmented
surface layer has utmospheric pressure and
gravity acting to decelerate it.

Since the particles lxina below the original
surface layer are all kicked off at different
times with different vertical kickoff velocities,
inelastic collisions will occur one at a time
between the growing surface layer and the parti-
cles directly below it. This groceu is known
as accretion, If the yurface layer displaceient
history at & hevirontal range, X, is plotted
with t = 0 referring to the time of explosive
chnri: detonation, the curve In Fig. 7 is
ob.ained. This ciirve 1s not quite a perfect
parabola due to the fact that the surface layer
mass is changing. Also note that this curve
accounts for the initial displacement of the
surface layer due to the incident shock wave
prior to relief wave arrival at the upper cavi-
tation boundury.

The vertical component of the water particle
velocity for the point which lies ut the lower
cavitation boundary at this same horizontal
range, X, also must be determined. Since cavi-
tation does not extend below this point, separa-
tion will not occur between the underlying water
particles. Hence, the water which lies below
this point at the lower cavitation boundary will
have a vertical velocity component which is _
dopendent upen the time varying velocities V.,

and Vi and their corresponding afterflow torms.
This is dopicted for the point (X, Y|) in Fig. 8,
A3 this lower cavitation bouncary moves upward,
it catches up with free falling water particles
and an sccretion similar to that which occurs
with the surface layer takes place. However,

in thig dovelopment, it is assumed that parti-
cles which huve accreted with the moving lower
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boundary move with the same velocity as the
point which lies at this lower boundary. If the
displacement of a water particle at the lower
cavitation boundary is plotted with time, tho
curve in Pig. 9 is obtained. Note that, as in
tho displacement curve for the surface layer,
the displacement prior to relief wave arrival

is included.

The time of bulk cavitation closure is
defined as the time at which the lower boundary
displacement equals the surface luyer displace-
ment. It is at this time that the accreting
surface layer and the accreting lower boundary
collide and generate the water hammer preusure
pulse. If curves of Figs. 7 and 9 are
plotted on the same axes, time,Tc, at which
the two curves intersect desnotes the time of
closure, This is illustrated in F{g. 10.

Whan the surface layer thickness versus time
is plotted for this same horirontal range, the
curve in PFig. 11 i» obtainod, The surface layer
thickness, Y, cornupondtni to the tim of
closure , Tc, from Pig, 11, is the depth of first

k cavitation closure. Thus, the amount of
surface laysr growth which has taken place at
the instant the lower boundary displacement
equals the surface layer displacement determines
directly the depth of cavitation closure for
this particular horizontal range. Similarly,
the amount of accretion which has taken pluce at
the lowst boundury also determines the depth of
cavitation closure, In this development, how-
ever, only the surface layer accretion is
calculated,

Surfuace Layer Motion

The methods discussed in the previous sec-
tions for determining the upper and lower cavi-
tation boundaries and the kickoff velocities
for points lying in the cavitated region were
all developed from a continuum approach. In
the development of w model which characterizes
surface layer motion and surface layer accre-
tion, it is convenient to depart from the con-
tinuum approach and to apply a segmentation
technique.

The firat step in determining the surface
layer motion at a horitontal range, X, is to
divide the water at this range into a discrete
rumber of elements ranging from the upper cavi-

tation boundary to the lower cavitation boundary.

Bach of these elements has an incremental cross
sectional area, AA, and an incremental depth,
AY. This segmonted column of water, along with
the column of water above it which exterds to
the surfuce, is shown in Pig. 12 and is consid-
ered to be in its quioscent state prior to the
avrival of any disturbance. During the time
between shock wave arrival and relief wave
errival, the surfaco layer and each element in
this column is displaced an initial amount,

h en the relief wave arrives at the point at

t .0 upper cavitation boundary, the surface
layer is kicked off with an initial velocity,
Vo. The equuation of motion for this surface

layer is derived by considering dynamic equili-
brium in the vertical direction. Irom this
equation of motion we obtain the expression for
the motion of the surface layer given in Bg. (7).

tosd [P
s-—?— -ﬁﬁ:o1>+v°t+s° %))

In this expression, the tems V, and Sy are the
velocity and displacement of the surface layer
aftor the most recent collision with an element
below it, Prior to the occurrence of the firut
collision, Vy and represent the kickoff
velocity and the initial displacemont, respec-
tively, of the initial surface layer, Pp and g
represent the atmospheric preasure and accelera-
tion due to gravity, re:gectlwly. while Ygy,
represents the current thickness of the accret-
ing surface layer. o is the mass density of
water. Also, the independent varisble, t, rep-
resents the time elapsed since the most recent
collision,

In & similar fashion, the expression descridb-
ing the motion of the water element directly
below the surface layer is obtained., This
expression is given in Bq., (8).

-glt~t)?
r —————¢ zo(t-td) + zo (8)

Heve, Z, and Z, are the kickoff velocity and
1nltlll displacemsnt, respectively, of the
watar element directly below the surface layer.
The independent variable,t, is the same as that
in Bq, (7), while the ty temm ropresents the
time delay between the new motion of the surface
layer after the most recent collision and the
kickoff of the water element directly below this
accreting surface layer, When Bqs. (7) and (8)
are equated, the time elapsed between two suc-
cessive collisions, denoted ty, can be determined.
At this point, the surface layer thickrwss is
incremented and the initial conditions for the
motion of the accreting surface layer (V, und

) ure updated. Since the closure modo? con-
siders all collisions to be perfectly inelastic,
the resulting velocity of the accreting surface
laysr ‘mmediately after the present collision
(Vo) can be determined by a conservation of
momentum consjderation.

The entire process stated above is repeatod
for successive collisiuns and the incremental
collislon times, t;, are summed up to give the
total t.me olapsed .ince rolief wave arrival at
the upper cavitation “oundary. From this, a
surface layer displacement history, such as
that shown in Flg. 7, can be plotted. 1In addi-
tion, the suiface layer thickness is incrementad
by one water element thickness after each colli-
sijon thus giving an accration versus time curve,
such as the one shown in Fig. 11, Surface layer
motion and surface layer accretion are computed
in this manner for this particular horizontal
range until closure occurs, At this time, the

‘s#; gggp}%g{b g%sgll_gcgafm.and tho lower bound-
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Lower Boundary Motion

Since separation betwesn water particles
does not occur below the lower cavitation bound-
ary, for a %ivcn horizontul range, X, the dis-

lacement of this boundamis determined by the
inear superposition of displacements due to
the incident and relief waves for the water par-
ticle which lies at this lower boundary. Forces
due to gravity are completely offset by the
buoyant forces since the water beneath this
lower boundary remains homogensous. However,
the displacement of the luwer boundary prior to
the arrival of the relief wave is included,

The equation of the witer particle velocity,
including afterflow, as produced by the incident
pressure wave is [Si:

Pg"-t/e 1 t/0 .
V = ¢ ~=2e [pa” dt 1 9
i pc pTy ) o J O

where Py = A(WU 3/:‘1)‘ and t = 0 vefers to shock
wvave arrival at the lower cavitation boundary
for this purticular horizontal rangg, X. The
ray length, r1, and the direction, i, are
defined in Fig. 8. To find the lower boundary
displacement to the incident wave, we inte-
grate Bq. (9) to obtain:

P9 “
31 . _3%_ [(.-t/e_n (%:_ _1) ‘_:_:_:l 1 (10

This expression does, of course, include the
displacement of the {ower boundary which occurs
prior to relief wave arrival.

The equation for the water particle velocity
including ufterfiow as produced by the rolief

wave 1is!
t
v, - [7%*3}-2-[(2«] ] an
£

where Q is the rellef wave pressure whose magni-
tude equals the sbsolute pressure ut the lower
cavitation bowndary Jusi grtor to reljief wave
arrival, Thus, Q = A(W/3/r)Buetc/0up, 4py,
where Py is the hydrostatic pressure and tc is
the time between shock wave arrival and relief
wave arrival. The ray lonith. r3, and the
direction, J, are definod in Fig. 8. As in
Bqs. (9) and (10), t = O refers to shock wave
arrival at the lower cavitation boundary for
this particular horizontal range, X, In this
development, the rellef wave is treated as a
constant pressure drop which propagates into the
uncavitated water; i.s., it has no time depend-
enve. To find the displacement of the lower
cavitation boundary due to the relief wave, Eq.
(11) is intograted to obtain:

..\.n‘. . - - . .
I N e L A

_ Qt-t) Qit-t)? ] .
D, = T P j (for t>tc) 12)

Finally, the total displacement of the
lower cavitation boundary in the vertical direc-
tion for the horizontal rangs, X, is determined
by the linear superposition of the vertical com-
pogarg;)of the displacement vectors in Eqs. (10)
an .

BULK CAVITATION CLOSURB PULSH

The magnitude of the greuure qulu gonera-
ted by tho collision of the accreting surface
layer with the accreting lower cavitation bound.
ary at closure will now bs dotermined. Since in
the closure model, the vertical components of
the velocities of both the surface layer and the
lower cavitation boundary for a particular hori-
zontul range, X, ate known at the time of clos-
ure, the closure pressure pulse magnitude, P,
can be calculated by multiplying one half the
velative velocity of u\gact of these two water
masuea by the characteristic impedance of the
medium, That is:

P« & (v-Vp) (13)

where V ia ;i)outive ugward and Vy and V) refor
to the vertical velocity components at closure
of the surface layer and the lower cavitation
boundary, respectively. The closure pressurs
pulse consists of two comprossive waves of mag-
nitude, P.; one that travels upward and one that
travels downward, These closure pressures are
moat readily supusrimposed upon the incldent
shock wave and reflacted pressures at the hori-
zontal rnnge at which closure first occurs,
since at this range, the direction of propaga-
tion of tho closure pulse is vertical. At other
horizontal ranges, the direction of propagation
of the closuro pulse varies from the verticul
dlrection by un angle y, us shown in Fig, 13,
According to the work done by Cushing {6], If ¢
is tho sound spevd in water and V. is the spood
at which the cuvitated region is closing ut some
horizontal range, X, then:

sin ¢ = ¢ (14)
c

Thus, the mn¥nitudo of the pressure pulse which
propagates along a path urionted at this angle

V is dotermined by dividing the expression of

Eq. (13) by cos¥ . That is:

oc (V) -V

Pe ® ~3cos v (1%)
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The duration timo of the closure pulse at the
depth of closure is determined by the method of
images and is expressed by:

2D

—~% cos y (16)

t -
duration c

where D is the depth of closure at the horizon-
tal range of interest, X. Thus, regardless of
the angle of propagation of the closurs pulse,
the impulse (pressure X duration) associated
with cavitation closure at a particular horizon-
tal range is the same and may be expressed as
shown in Bq. (17).

Impulse = o(V, ~V}) D, a7

The above method of determining cavitation clos-
ure pressures and durations is valid only at
horizontal ranges where the speed of closure
propagation is greater than the sound speed in
water (supersonic). At horizontal ranges where
the closure propagation is subsonic, deter-
mination of Closure presaures and durations
becomes rather complicated and will not be
treated here. Fi{. 14 ghows the general form
of the speed of closure propagution plotted
against percent of extent of the cavitated
region. Such a curve is characteristic of
nearly all free field bulk cavitation problems.

CALCULATION OF PRESSURE AND WATER PARTICLE
VELOCITY HISTORIES

The uge of the foregoing development in cal-
culating pressure and water particle velocity
histories will now be illustrated with un exam-
ple problem. For convenlence, culculations of

SPEED OF CAVITATION CLONIRE — WACH &

H
1 1

time histories will be made at the horizontal
range corresponding to first closure, Here the
velocity of closure propagation is infinite and
thus the path of the resulting closure pulse is
vertical,

In this example, a 50,000 1b HBX-1 explo-
sive compact charge is detonated at a depth of
300 £t in sea water which is assumed to be
infinitely deep. A summary of all numerical
values used in this example case is given in
Table 1. When the method of Arons [2] and the
closure model are applied to this case, the
bulk cavitation bounds and closure depths shown
in Fig. 15 are obtained. The depths of the
upper and lower cavitation boundaries, as well
as the depth and time of cavitation closure for
various horizontal ranges, are given in Table 2,
In Fig. 16 is a cross plot of the surface layer
and lower boundary displacement histories for
the horizontal range of first closure. A plot
of surface layer accretion versus time for this
same range is given in Fig. 17,

The remaining time hutom plots generated
for this example case are each the result of a
plecewige construction from linear shock wave
theory and the nonlinear cavitation theory out-
tined above. In Pig. 18 ims a plot of the verti-
cal component of the rurface layer velocity for
the horizontal range of first closure (850 ft).
The vertical component of the wuater particle
velocity is calculated for an arbitrary depth
of 25 ft at this same range and is plotted in
Fig. 19, Alsc, the calculated pressurc history
for a depth of 25 ft at a horizontal range of
850 £t is given in Fig, 20, Similar plots and
tabulated valucs can be compiled for other hori-
zontal ranges within the extent of the cavitated
rggion by virtue of Ref. 6 and the discussion
ubove.
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TARLE 1
Summary of Numerical Values Used in Example Problem

CHARGE WEIGHT $0000 Ib HBX-1
DEPYH OF BURST 00 #
BHOCK WAVE CONSTANTS: *

A 7e

] 113

K 00854

! ~0.18
ACCELERATION DUR TO GRAVITY | 32.2 M/mo?
PRED OF SOUND IN WATER 8000 ft/see
MASS DENSITY OF WATER 19078 sluge/tt

* PEAK PREBIUAL, Py = Alw'/%/p )0
DECAY CONSTANT, ¥ o kw'/diw'/8p |t

HORIZONTAL RANOR <FT>
L 1008 1088 . 1one

ALY R
P Aty

4 & :"‘
Kr N

_—

CAVITATION BOUNDARIES AND CL.OSURE DEPTHS
Y= S800. 88 b HEX~i DEPTH OF BURNT- 386,98 FT

Fig. 15 - Bulk Cavitation Bounds and Closure Depths
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TABLE 2
Bulk Cavitation Calculations
(with W = 50000 1b HBX-1
and Depth of Burst. = 300 ft)

HORIZOHTR. LEPTH OF UPPER DEPTH OF DEPTH OF LOWER TIME OF
RANGE <ft) BOUNDARY (ft) CLOSURE (f1) BOUNDARY (ftr CLOSURE (maec)
2.00 a.0¢ 14,16 83.78 $69. 99
100.00 0.0? 14,92 58,91 342,88
209,08 .09 16.89 61,45 440, 06 .
300,00 2.14 19.49 68,67 413,92 -
420,00 Q.20 22,30 76,23 361,21
429,00 0.28 25.13 63.43 324.%9
€00.00 Q.39 27.94 89,93 301,78
700,08 e.%2 30.62 9%.6¢ 28¢ , 90
8v0. 00 Q.69 33.19 10Q. 41 283,47
* 830,00 2.78 34.39 102.30 282,80
$20.00 0,88 3%.63 104,37 263,93
1000,00 1.10 37.93 197,453 287,€8
1100.00 1,36 40,16 109,93 294,90
1208.00 1.66 42.26 111,614 304.4¢
1300.00 1,99 44,29 112.€3 315.91
{420,080 2.38 46,18 113,04 323.70
1500,00 2,90 46,00 112,88 34,69
1506, 00 3.29 49,74 t12.2@ 387,98
1700.00 3.82 $1.37 111,04 373.2¢
1800, 08 4,42 sa.92 109,44 389.47 ¥
1909, 20 S.09 54,3 127,44 86,24
2000, 00 S5.84 58,69 1es.07 423,49
2100.00 6.68 v6.88 105,36 448 92
2200,00 7,62 57.87 99.3% 486,73
2308, 90 8.6?7 s58.62 96.08 476,79 .
2400.00 9.8% 59.20 92.53 49%, 08
2%00,00 11,18 $9.43 ge.78 $13,94
2600, 0e 12,78 $9.38 84,84 532,17
2700.00 14,42 58.87 80.72 953,92
2800, 00 16,41 58,01 76,43 969,33
2900, 00 18,72 56,77 va.03 588, £3 )
3900.00 21,44 55,09 67,55 507,92 k
N 3100.00 24,69 53.09 62.9% 627,10
", 3200, 00 28,66 50.76 98,28 546, 33
% 3300.0v¢ 33.66 48,36 93,56 KES. 38
N 3400.00 40,29 46,34 48,79 684,73
e
+ HORIZONTAL RANGE OF FIRST CLOSURE
MOTE: CLOSURE TIMES DRTED TO TVIME OF EXPLOSIVE CHRARGE DETOMRTION
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SUMMARY

The recent growth of interest in the phenom-
enon of hulk cavitation led to the development
which was presented in this paper. Initially,
the bulk cavitation problem wus defined and the
events leading up to its occurrence weroe
explained, Then, che method of Arons [2] for
determining the bulk cavitation envelope was de-

rived from physical considerations, and the solu-

tions for the upper and lower cavitation bound-
a1iou were given, Next, a model was developed
for deteruining tho depth and time of closure
for any range within tho extent of the cavitated
regioil, This model proved to be consistent with
the method of Arons ?2] since the closurs depth
curve it gemratu passes through the point of
intersection of the upper and lower cavitation
boundaries at the max range of cavitation.
From this closure model, it was then illustrated
how to obtain the magnitude and direction of
rragaaation of the closure pulse for various
worizontal ranges within the extent of the cavi-
tated region., Finally, the application of the
method of Arons [2] and the closure model to &
sample case was undertaken, and the results
were pregented in the form of a table und six
plots.
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DISCUBSION

Volce: Will this be more applicable to surface
lhIEl than to sulmarines? BSecond, can you apply
thia to nuolear as well as conventional
weapons? Might it be more significant for a
nuoleax hurst as opposed to a oconventional
burst?

M\ip_gn The ansver to your firat question
s yes) it is applicable to submarines as wel/
a8 to surface ships: As @ stated eariier, the
svolution of our interest in buik cavitation was
dua to the BSurface Bhip Shook Teat program.
Bowewr, it is 3Jjust as applicable to any
submarine problem that yeu wmight encountex. To
anawer the seoond question, there is no reason
why we oan't extend this analysis wmethod to
ingorporate the nuwclear type of pressure
history, and we haven't done that yet. As soon
as we are satlelied with what we dld for the
spherical bulk ocharges, then I think we will
move on to look at the nuclear typs of pressure
signaturae.
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A SOLUTION TO THE ONE DIMENSIONAL
BULK CAVITATION PROBLEM

Benjamin M, Stow and John D. Gordon
David Taylor Naval Ship Research and Development Center

Underwater Explosions Restvarch Division
Portsmouth, Virginia

the ease of applicat
closure, water
provided from the analysis.
sional analysis can be ¢

The bulk cavitation analysis method presented in this paper
aliminates the need to segment water for the purpose of
solving simple squations of motion between water elements.
The one dimensional l;roblun anslyzed in detail demonstrates
on of the method.

ressure, and water particle velocity are
The results of the one dimen-
ompared with results from other
analysis methods to see what the differences are.

Plots of cavitation

INTRODUCTION

Because of the immediate analytical needs of
the surface ship shock test program, the axisym-
metric bulk cavitation solution provided Ly
Costanzo und Gordon [1] emphasized quick results
over optimal mathemutical description of the
problem. The method used substitutes the lubor
of the computer solving a multiplicity of colli-
sions between segmented water elements for the
ingight of the analyst determining and integrat.
ing the appropriate squations ducribi.nf the
accretion of the surface water layer. In keep-
ing with the philosophy that the computer should
be presented with the problem in the form best
conditioned for solution, additional effort has
been expended geeking an improved mathsmatical
description based on the same physical
assumptions,

OBJECTIVE

The primary objective of the analysis given
in this paper is to eliminate the need for seg-
menting water for the purpose of solving simple
squations of motion batween water elements by
providing an equation governing the displacement
of the surface water layer which is already
integrated with respect to the water oclements.
This equation is to be general enough to apply
to the axisymmetric bulk cuavitation problem.

A secondary objective is to demonstrate an
application of the new mathematical description
by solving for the cavitation parameters result-
ing from a plane exponential shock wave moving
along a line perpendicular to the water surface,
and a tertiary objective of the analysis is to
investigate the effect of dropping a complicating
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term in the lower cavitation boundary displace-
ment equation,

APPROACH

A momsntum equation similar to that employed
by Waldo (2) is used to describe the surface
witer layer velocity; however, this momentum
equation is free of Waldo's assumption that
water particle volocity kickoff occurs simulta-
neously along a vertical water colum, This
momentum equation is then integrated to yleld
the displacement of the surface water layer.

The equation describing the displacement of a
water particle in the cavitated state along

with the equation describing the displacement of
s water particle at the lower boundary of cavi-
tation provide the remaining relationships
necessary to support a solution for homogensous
water layer accretion above and helow the closure
depth, e water hanmmer pressure is calculated
from the collision velocities of the two water
layers at closure,

SURFACE WATER LAYER DISPLACEMENT

A surface reflected shock wave produces
cavitation between two depths bolow the water
surface by propelling free water particles ver-
tically between thess depths, Starting at the
upper cavitation boundary depth, the action of
atmospheric pressure und gravity causes a thick-
ening of the surface layer of uncavitated water
while at the same time the growing layer of
uncavitated water is displaced with respect to
the earth. To describe this motion mathemat-
ically the water particles lying along a

d from
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vertical column of undisturbed water are identi-
fied by a coordinate y equsl to their depth
below the water surface, and the motion of water
rticles is referred to inertial coordinates.
ince the initial surface layer of uncavitated
water starts accreting free water particles from
underneath at the time of arrival of the relief
wave at the upper cavitation boundary y= a, the
time variable t in the equations is taken as
toro at arrival of the rvelief wave at y = a,
Water particles underneath y = a are kicked off
with a vertical componont of velocity U with
respect to the earth at a time t = T, When
gravity is accounted for as an upward one g
accaleration of the earth, a water particle
kicked off at time t = T can be represented as
having besn kicked off with a velocity U + gT
with respect to the atars. Treating the surface
layer of uniavitated water os » rigid body hav-
ing a velocity V with respect to 1] the
mamentum per unit area of a water column of den-
sity o 1is py(v+gt) with respect to the stars,
This momentum is equal toc the sum of the kick
of £ momentums of the w;tor particles reduced by
atmospheric pressure Py a3 shown in Bq. (1).

py (Vagt) = puli(a) +p { (U+gDdy =Pt (1)

In the model of the problem described by Bq. (1),
the Initisl layer of uncavitated water of thick-
ness ''s" is reprogzented as being kicked off with
& velocity equal to the water particle velocity
at its under surface rather than the average

velocity of the particles in the layer, is

asswrption is made to insure that final cavita-
tion closure 1ies between the upper and lower

boundaries even when these boundaries coincide.
When By, (1) is divided by o and integrated with
respect to time R} (2) describing the displace-
ment D of the surface water lsyer is obtained,

yD © ab, (a) + tal(a)+ t| (UsgT)dy
[}

P
- Lt fygt? ev (2)

where Di is the vertical component of the dis-
placement of the water particle at dopth y at
the time of arrival of the relief wave “r};é
and aDy(a) is a constant of integration choven
such thit st t « O and y =a, D= D; . P is the
sum of the remaining parts of the integration of

Eq. (1).

£
Pe f [Dy-t (U+gT)y + -;‘-gtzi']dt (3)
0

with the dot mesning diffeventiation with

respect to time, Difk'mrentintinﬁ BEq. (3) with
respoct to time and solving for [} results in

D P el - Jot* (4)

where the primo meuns differentiution with
respect to ¥y, Recognizing that D is also the
displacement of a free water particle at the
time it joins the surface layer of uncavitated
water, an additional equation for D is

D= D+ (=TI~ 2g(t-T)? (5)

when D is eliminated from Eqs. (4) and (5) and F
is solved for and integrated with respect to y,
the result is

Fe f(bi-m‘-%z'l")dy 6)

For a given depth y, Bqs., (2) and (5) solved simd-
tuneously for t and D give the time it takes for
the surface layer of uncavitated water to trow
from a depth "a" to a depth y and the displace-
ment of the surface layer at t,

CLOSURE FROM BELOW

Cavitation closuro from below starts at the
lower cavitation boundary y = b at relief wave
arrival t = T(b) und proceeds upward until the
surface layer of uncavitated wator is met. The
forces involved in closure from below are the
elastic forces in the water below the lower cav-
itation boundary, thu torce of grnvlty acting on
free water particles above the lower cavitation
boundary and the force on the lower boundary due
to the acceleration of the frme particles as
they are accreted. The elastic force in the
wator below y = b causes a wator particle at
y = b to be displaced upward, gncking the water
particles falling from above into homogeneous
water, When a free wuter particle is accreted
by the lower homogeneous water, its velocity is
increused fromU - g (t - T) to Vp the velocity
of the water particle at y = b, and the pressure
P, on the lower boundary due to the packing
above is the time rate of change of momontum per
unit area given by liy. (7).

Py = (U= g(t=T) -V Toy (M
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The displacement Db of the water at the lower
boundary of cavitation is the same as the dis-
lacement of a free water particle at the time
t is accreted by the lower homogeneous water,
therefore,

Dy ® Dy + (t=T)U =~ §(t-T)? ®

When Dy, from Bq. (8) is substituted for V}p in

« {7), it is seen that the term in the paren-
theses is the difference between the time deriv-
ative of D, treating y as constant and the time
dmvntive of Dy treating y as a function of
t .

A second equation for Dy, can be determined
from the pressure-time history at y = b includ-
ing the pressure on the lower boundary due to
packing particles above given in Bq. (7)., The
two equations for D@ solved simultaneously give
the depth-time rolationship of the cavitation
closure from below,

ONE DIMENSIONAL SOIUTION

The general oquations previously giwen will
be illustrated by solving for the bulk cavita-
tion parameters caused by a plane exponential
shock wave moving perpendicular to water
surflcoé n\il case w:nlchoun bolgnnu:o t:. inte-

rals of the exponentials appear n the equa-
glnm can be oc‘:luatod 1npggoud form und.q
attention can be concentrated on the method of
solution rather than the labor of solution. The
shock wave under coasideration travels upward
with a velocity ¢ and a pressure-time hintory
glven by the equation

P=pe /e ®)

where P, iy the peak preasure above hydrostatic,
8 s gho shock wave time .onstant and v is
the time after shock arrival ot any depth y. At
8 given depth y,the time To between shock wave
arrival and the arrival of the veliof wave from
the surface is

1, e

c c Qo

The depth of the upper cavitation boundary
may be found by solving for the shallowest depth
at which the surface reflected wave reduces the
absolute pressure in the water to zero. 'This
occurs when the absolute pressure just prior to
arrival of tho reflection is equal to the peuk
pressure of the roflected wave, Accordingly,

(.1

Pe” 2a/c8

o +pga+P, = Py

(11)

is the equation governing the upper boundary.

The lower cavitation boundary ja the shallow-
est depth helow the upper boundary at which the
pressure discontinuity at relief weve arrival
can progagate downward without causing additional
cavitation. This propagation becomes possible
at the depth at which the absolute pressure ia
the wuter just prior ) relief wave arrival
stops decreasing with depth and staits increas-
ing with depth, Therefore,

% (F’oe'z"/‘:e $ogy+P) = 0

st y = b, and b--?-ln;;&

(12)

At the lower cavitation boundary the rolief wave
pressure drop is equal to the absolute pressure
in the water at y = b just prior to relief wave
arrival less the gucking pressure Pp given by
By, (7). ‘This relief wave proglxltu downward
linearly, and the water particles velocity and
displacement ut the lower boundary of cavitation
is the linear supsrposition of the incident and
relief velocities wid displacements. The equa-
tions for Vp and Dy will be written with time
surtinf at relief wave arrival at the upper
cavitation boundary so as to be consistent with
the general equations previcusly discussed.

Po - _ttl |£*b“C| poe-Zb/C°+ ng‘?. .

vb.EQ + Be

. U=g(t=T) - D, +(t-T)U- g(e-T)?)

-py e 13
¢ > 2o
e c
t
O, = 0, () ‘J::’bdt (14)
<
.y b-a
vz




¢ € £ 4
_.‘..4..

R}

,-....---
IR X A

For the one dimensional case under considera-
tion, the functions appearing in the equations
are

PO _

Dy = ~2-(1-0~2¥/c%)

2,0~/ gy o,
pc

Ue

T~ YR
Po
Dy (a) = —2— (1-0=2W/0)

20" 2/c y pog + Py
3

U(a) =

P.0
Dy () = —- (10~ /S

The analysis will be illustrated by solving
for the cavitation produced by a 700 psi - 4
usec shock wave. For this shock wave,

Po = 700 x 144 pounds par square font
004 second

Pa = 14,7 x 144 pounds per squere foot
P, w 1,9300 slugs per foot?

g ~ 32.2 feet per sonondz
¢ = 5000 feet per second
ond from Equ, (1}) and (12)
.21359 feot
b = 50,83706 feet,

Resuits of the analysis are plotted with time
starting with shock wave arrival at the water
surface, This means that a/c has been added to
the time variable t appearing in the equations
before plotting.

Fig. 1 is the cavitation closure as o func-
tion of time, and Fig. 2 is the surfuce water
layer displacement and lower boundary displace-
ment as a function of time. The upper curves of
these figures come from the sinultaneous solu-
tion of Bqs. (2) and (5) and the lower curves
coms from the simultaneous solution of Fgs. (8)
and (14). The time and depth at which the
curves of Fig. 1 come together are the origin

1

of the water hammer due to cavitation closure.
This water hammer is a square pulse of pressure
equal to pc times half the relative velocity
at closure of the surface water layer and the
lower boundary and has a duration equal to the
travel time to the surface and back. Plots of
surface water layer velocity and lower boundary
velocity are given {n Figs. 3 and 4 respectively.
Fig. 3 is from Bq. (1) and Fig. 4 is from
Bq. (13) with the addition of the velocity due
to the shock wave from arrival to surface cutoff.
The remuining figurss shown in this paper are
plecewise constructions from linear shock wave
theory and the cavitation theory already
outlined. Fig. 5 is the pressure history at
closure depth and shows the shock wave exponen-
tial reduced by surface reflection to absolute
zero pressure until closure when the impact of
the two colums of homogomms water produces
the closure pressure which is also cutoff by
surface reflection. The corresponding water
guticle velocity at closure depth is shown in
ig. 6. The strajght line portion of the plot
between relief wave arrival and cavitation
closure is the particle in free fall. The pres-
sure and water particle velocity at mid-depth
are shown in Figs. 7 and 8 respectively,
salient foature of the water particle velocity
in Fig. 8 is the sudden drop velocity when
the particle is accreted by the surface water
layer. Before accretion, the particle is in
free fall, After accretion, the particle is
moving with the surface water layer,

ANALYSIS NEGLECTING THE PACKING PRESSURE Py,

A second cavitation analysis for the sume
shock wave was made noglecting the packing prey-
sure iiwn by Bq. (7). This eliminates the last
term In Bq., (13) for the lower boundary velocity.
All other squations remain the sume. A compari-
son of results from the two analyses with and
without Pp is given in Table 1.

TADLE 1
Rffect of Pp on Results
Closure Closure Pressure
Depth Time Pulse
(i) (msec) (psia)
hm
With Pp 18,0607 199,57 306,84
Without Pp 18.0011 198,92 306,53

The compar.scn shown in Table 1 illustrates
that including the force on the lower cavita-
tion boundary due to the accretion of water
particles from uhove is probably not worth the
iteration effort required to solve Lqs. (B)
and (14), simultaneously.
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CONCLUSIONS

The bulk cavitation analysis method pre-
sented in this paper eliminates the need to seg-
ment water for the purpose of solving simple
equations of motion between water elements,

The one dimensional problem analyzed in detail
demonstrates the ease of application of the
mothod particularly when a negligible term in
the lower cavitation boundary displacement equa-
tion is dropped. The method should be used to
rework the axisymmetric bulk cavitation problem
in order to save computation time, The results
of one dimensional analysis should be compared
with results from other analysis methods tu see
what the differences are,
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DISCUSBION

the finite slement method? What about boundary
conditions ualng the finite element method?

Mx, Stowve: Ny. Costanso's solution of the
axloymnetric bulk cavitation problei, which was
presented yesterday, wam aleo nwn for the one-
dimensional case. The results can be compared
out to many decimal places with this method, and
the answexa are the name.
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analysis of complex structures.

irvegular precfile.

Tranaient analysis of complex structural systems that contain both
linear and nonlinear elements often prasents a formidable compu~-
tational problem., Nonlinear constitutive ralationships in one or
more of the structural elements necessitate a time-history
integration of the equations of motion for the entire structure.
Time-history analysis is usually carried out in terms of a limited
numbar of generalized modal coordinates for the elastic gub-
atrunture. However, & limited modal content is not sufficient to
simulate the detailed structural response. Tc¢ overcome this draw-
back a new hybrid method is formulated for the Adetailed dynamic
The new solution procedure
incorporates a2 tima-history analysis of the nonlinear response
with & frequency domain analvais of the linear modes. The
frequency domain analysis Uses a larger number of modal coordi-
nates to realistically simulate the details of atructural rasponse,
The basic modul decoupling assumption of the hybrid method is
studied by numarical eapplication of the method to a simple elastlc
vahicle with nonlinear suepension properties, taxiing over an

INTRODUCTION

A new hybrid method is developed
for the complete simulation cf the
transient r»esponse of certain
structural systems with specially
designed nonlinrear energy absorption
and attitude control devices, Many
complaex systems contain both linear and
nonlinear atructural components., The
types of structuras that are particu-
larly addressed in this paper are those
with mostly linear characteristics.
However, significant nonlinearities
exist in some limited regions of the
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structure. Typically, nonlinear ele-
ments are connected to the remaining
linear elastic subatructure at a small
number of nodes., Furthermore, the
responss of the nonlinear elements is
primarily affected by the lowest or
most fundamental frequencies and modes
of vibration of the linear sub-
structures.

The most immedists and relevant
axample of guch a dynamic system is an
aircratt taxiing over an irregular
surface, Dynamic simulation of air-
craft taxiing behavior requires a time-
hiatory integration of the equations of
notlon because of the typically non-
linear nature of the suspension strut
properties. Neverthaless, the vehicle
superstructure can be agrumed to
raspond linearly for most aircraft, 1In
theory, it is possible to simulate the
total structural behavicr by a direct
dynanic analysis of a finite element
model. However, the transient response
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analysis of the full finite element
modal is prohibitively expensive.

Algo, past experience has shown that
such analyses of complex structures can
be numerically unraeliable. The
altarnative to a direct finite element
analysis is modal decomposition with
substructuring that is being widely
used at present for the simulation of
aircraft taxiing response. Nonlineas
terms are axcluded from the dynamic
equations by substructuring. For the
linear subatructures the vibration
eigenvalue problem need be formulated
only once &t the beginning of the time-
history solution. %The modal super-
position method is used for a change of
bacis from n nodal to p modal coordi~
nates, p < n, prior to the time-history
sclution. The contributiona of the
nonlinear terms are treated ac coordi-
nate forces that are evaluated during
the numerical integration of the
equations of motion. If the objective
of the time~history simulation im to
pradict the nonlinear suspension strut
forcus, the modal superposition series
can be truncated after a few modes
since the higher frequency vibrations
do not affect the sumspension response.
Nevertheless, the dynamic response of
soms of the critical structural
componants may be significantly
affectad by high frequency modes. The
nocessity of including higher frequency
vibration modes is especially relevant
when force-related quantities such am
internal loade are baeing estimated.
Structural coordinate displacements can
be expressed as the product of the mode
shape matrix and the modal anplitude
vector. On the other hand, the
structure elastic forces can be written
ag the triple matrix product of the
structure mace matrxix, mode shape
matrix, and a vector of modal dis-
placements that are multiplied by the
square of the correaponding mcdal
frequencies. S8ince sach modal contri-
bution is multiplied by the aquare of
its natural fraequency, the higher
frequency vibration modes are more
important in simulating forces than
displacemgnts. If the transient
behavior of guch high frequency
reaponse quartities is to be predicted
the originul physical model muyt be
sufficiently refinud to yield meaning-
ful vibration inlormation on the high
fregquency modes which musi be included
in the nodul superposition series.
Howiver, even if the high frequency
vibration date¢ is availabls to the
raquired accuracy, tiae time-history
analysis is not a uteful tachnique to
sirmulate the dynamic response of
structural components that are affected
by the high frequency modea. [t is not
practicel to include the higher

frequency vibration modes with numerical
reliability within the conatraints of
time-domain discretization. It would be
nacessary to decrease the time increment
by suveral orders of magnitude to simu-
late the higher frequency modes con-
sistently. Such refinement of the time
step with the addition of a greataer
number of modal coordinates makes the
time-history analysis approach prohibi~-
tively expensive for deaign calcou-
lations. A reliable and efficient
method is needed to simulate total
structural .esponse for comparison with
criticul wtirus limits or to emtablish
relevant design criteria.

To accomp!ish this task, a hybrid
analyticul method is formulated; aimed
at dafining an optimal solution path
that will reliakly predict dynamic
response. The method incorporates a
time-history analysis for the nonlinea:
rasponae with a frequency domain
analysis of the linear modas, Pirst the
time-history analysis including the non-
linear components and a emall numnber of
linear modes is conducted. Partial
decoupling of the nonlinearities from
the rest of tha strusture constitutes
the sacond step. The remaining linear
dynamic subsystem is analyzed through
the frequency domain undar exteranal
forces and interactions from tha non-
lihear components.

The numerical objective of this
paper is to validate the fuadamental
assumption made in the new hybrid formu-
lation. The numerical rdasults presanted
are chosen to coricvborate partial de-
coupling as a realistic procedure, Not-
withsiading with the fact thut the naw
method is anvisionud as & means for
eftiluival <aynamic simulation fQr comglux
structures, the first numerical app.i-
cation 1s made to a ratheyr simple two-
dimensional beam vehicle that is taxiing
ovar an irregular profile, The choico
cf o simple beam tc represant an elassic
vehicle i8 to have c¢. mpleta assurance
and control on the Zinite nlaement model
during this first stage validation of
the hybrid method. The rasults show a
reusonalyle justification of the mndal
decoupiing agsumption and indicate
?ouaible diraoctions of research for che
lmprovement and developmart of the
method,

Althouyt, the hybhriu simulation
method is examined =rimarily with
reference to the ta.i:ing vehicle
problen, it should ba noted that othex
examples of physical systems can also be
found in the same dynamic catsgory. In
general any combination of linear
elagtic substructures couplod togather
by nonlinear enecygy absorption and
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dissipation devices can be analyzud
with the developsd method. Specific
examplaes include earthquake resistant
buildings incorporating nonlinear
"safety Fuse" elements and space
structures that are compused of linear
elastic substructures assembled to-
gether by means of nonlinear couplers
that absorb vibration energy and are
used for attitude control adjustmentas,

FORMULATION OF THE NONLINEAR PROBLEM

In general, the structure« nodal
coordinate dynamic eguilibrium
squations can be written as (1)

m] {u} + [e] (4} + [k} {u} * (P}(1)
where

{m] » strugture nodal coordinate
mass mateix

[u] = list of nodal coordinate dis-
placements

{o] = structure damping matrix

(k] = structure plecewise linear
tangent stiffness matrix
{includas both constant and
variable atiffness
coeffivients)

{P) = list of axturral loads

Bg. (1) is not convenient for
representation in terms of an orthogo~
nal modal basit. WwWhen the struccure
a¢iffremn matvix in reassembled at each
solution staep, it baqomes also
necussary to redelina and reanalyae the
vibr-tion eigenvalue problem.

Tha Lransformation to modal
ccordinates becomes practical only if
tha nonlinearities are accounted for in
terms of additional cffaest.ve loads.

To achieve this, the tutal stiffneam
matrix (k] in Eq. {1) 18 separated into
ita ‘inear and nonlinear uvomponenta

(k] = [K°] + (K% (2)
wharse

[kol » gonstant. linear stastic
stiffruss matrix

(kNL] w norlinear stiffnesses which

Jdepond on the state of
deformation

Suhstituting Eq. (2) into Eg. (1)
(n) (834 [e] {03+ k"] {ud+ (kN (u)a(P}  (3)

The nounlinear effects can be expressed
as additional ccordinate loads:

NL
(Pgy} = K"E) {u) (4)

the equations of dynamic equilibrium are
written as

[m] {4)+ (0] {81+ (K] {u)m{P}={Py, } ()

The effective {Py;} loads are determined
at each time step from nonlinear
component propsrties.

To change the soluticn basis from
n nodal to p modal coordinates, p < n,
an orthogonal transformation is written

{u} = (] {(n} (6)
nxl nxp pxl

where n are the generalizad modal co-
ordinates and [¢] ims the mode shape
matrix whose columns ave the orthogonal
sigenvectors {¢)} of the vibration
problem definad by

®) {6} » w? ) (¢} (7)

where w is the natural frequancy corra-
sponding ko {¢}. The vibration problam
nosd be formulated only onve at the-
beginning of time-history analysis duwu
to the exclusion of the variable
components from the stiffness matrix
(k®), The sguations of motion van be
written in modal coordinatas

[MI{H)4LCT LR KT {nde (91T (P-Ry, ) (8)
pxpprl pxppxl prppxl pxn nx1

wheve

(M] = vensraliz%d mass matrix;
Ml = (61T [m] (4]

(C] = modal deémping matyix)
ij » Zijij, cij Y

(K] = modul stiffnoems matrixy
Kyg = wiMyyr Kyy = 0
cj = jth modal damping Latio

The time-~history intagrotion of the
equations 5f motion can now bn
accompliashad more efficiently in terms
of the modal coordinates. It should be
noted that although time-hilastory inte-
gration is performed using the modal
coordinates, soms nodal displacements
must be calculated at wach time stap tou
evaluate the effective load vector {¥yr}
in Ea. (8). Generally this does not
pose & problem since the affective loads
usually act only at a small number of
nodal coordinates.
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It is relevant to take note of the
wnodaling requirements for the free
vibration problem of a linear sub-
structure within the context of the
orthogonal formulation ¢ivan by Eq. (8).
In Eq. (8), each linear substructure is
considervd separately from the
surrounding nonlinear components. The
interactive forces between a sub-
structure and its surroundings are
considered as external loads at the sub-
structure boundarias,

The linear slastic substruoture ir
ropresented by a finite slement model
that consists cf a number of nodes
connectod by idealized discrete ele-
ments. The required refinsment of the
finita element model depends upon
structural gecmetry, boundary cone-
ditions and applled loading. The
vibration eigenvalue problem for the
linear substructure is defined by Eq.
(7). In order that the modal eguations,
Eq. (8), be entirely orthogonal includ-
ing the rigid body modes, the stiffness
(k°) and mass [m) matrices in Eq. (7)
are defined for ths unconstrained
structurea. In. Eq. (7) the mass matrix
is positive definite, the otiffnoas
matrix is semi-definite. Another
requirement for the orthogonality of the
elastic vibration modas to the rigid
body modes is the definition vf the modae
shape vectors {¢} in By. (7) ralative to
the dynamic center of nogms of the
flexible substructurw. 1le dynamic
center of mass ocan be defined ean the

instantanesous centar of structural mass

during dynamic response. The bohavior
of the dynamic centor of maus is
described by the rigid body modes uf
motion. Thus, the dynamic senter of
mass will remain stationary during froe
vibrations of an uuconstrained
structure [2).

In general, any structure
coordinate displacament car Lo exproased
as the sum of rigid body displacemant
contributions plus tho effeot of elastic
structural deformatisns. The slastic
deformationscan be espressod jn terwms of
the amplitudes of flex)ble vibration
modes. If we writo the modal super-
position eguations for all siructure
coordinates in matrix form then

{u} = [g) (“R} + (4p) {3} (9)

whera

(uR} = vactor of rigid bady
displacements

[¢g) = vector or rigid body modal
influence cocefficients.
Bach column of [(¢p] liats
the displacements at
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structure coordinates due
to a unit displacement of
the corresponding rigid
body coordinate.

[¢p] = mode shape matrix of the
flexible modes. Each
column of [¢p] represents
a mode shape vector.

{q} =« flexible mode amplitudass

The superposition egquations, Eq.
(9) may be combined into a single
matrix of rigid body plus flexible modal
influence coefficients

Up
nxl nxp pxl

defining new symbols for the combined
matrices

{u} = [¢] (n} (11)

which is the same as Eq. (6)., It
should be noted that the riqgid body
modes must have the specific soales to
render the generalized mass egqual to
the physical masm or inervia of tha
corresponding rigid body mode.
Acoordingly, in Eq. (9) 1f u; is in the
samp direction as the jth rigld body
mMode u 3, then § 3 is the woment arm
otiui[g]om the jgﬁ rigid body rotation
axin .

COMPUTATION OF STRUCTURAL RESPONSE

The f£irst step in tho comyprtation
of time-~history responsc of nonlinear
coliponants. A time-history integration
of the modal aquutions of motiwon, Bq.
(8), im performed inciuding a smald
number of modas that are sufficiant to
represant the flexible deformations of
the elastic atructure for tha purpose
nf estimating the behavior of the non-
linear componentm. Although the mass,
dampiny and stiffness matricen are
diagonal in Eq. (8), the time~histoyy
integration of the wquations must
prograss similtanonuwly sinca the
equatione are couplod with Py, nonlinaar
terms un the right hand side.

Aftor the time-hiotory
dgtermination »! the nonlinear forces
the total structural response i
evaluatod through the frequency domein,
The basic vequiremants for a freguency
dumain analysis ure that tho nonlinear
intoraction forces are knownr and the
linear sysatems are represented by ortho-
qeral genaralized coordinates, A+ this
stage a much greuter nunber of modes can
ba included to rapresent the linear
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substructure in detail for the determi-
nation of its internal response due to

the numerical stability and efficiency

of frequenty domain analysis,

The time~history dynamic forces,
including the nonlinear interaction
forces, acting on the linear sub-
structure are first converted to the
frequency domain by Discrete Fourier
Transformation (DFT). The DUFT coef-
ficents are defined as [1)

N-1

- =2nint/N
c () = A&t I Fr(t)e !
n+l o n tm0
n'O. XX N-l (12)
where
4 = /=1
At = T/N
T = total time period
considered (includes an
attached period of F(t) =
0 to take into account the
periodic nature of DIT)
N = number of discrete time
intervals in 7
Gn = foroing frequency

C(u,) = coefficients defining the
discretized harmonic
amplitude function

The Complex~Freguency=-Response=
Function (CFRF), H4{wn), for each jth
generslised ltructérn mode under the
foreing frequency w, is defined as (1)

- 1
Hy(w,) =
j n _-2 -
W ij + 1 Wo ij + ij

(13)

where
i = /T

ij'cjj'xjj = jth generalized modal

. maas, damping, and
stiffness,
raespectively

For the rigid body modes ij - ij
« 0, and

- 1
l-lj(wn) - :T?M_ (14)
n 3]

It can be shown that the total respoume
of a system to any forcing input can be
written by means of Inverse Fourier
Transformations (IFT)., The displace-
ments of the jth modal coordinate are
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given by (1]
- it
Aw Nel - - n
nylt) = 52 nko Hy i )Cy iy e (15)

or since Gn w nAw and Aw = Gn/N 7 (16)

o QuNel 2nint/N
ny(t) = go koHy (n+l)c,(n+l)e (17)
Both the DM harmonic amplitude coef-
ficients of the generalized forces, Eq.
(12), and the IFT to solve for
generalised displacements, Eq. (17),

can be rapidly genarated by modern Fast
Fourier Transform (FFT) algorithms.

Modal accslerations can bhe avalu-
ated from the second time derivative of

. Aw Ngl :
Hyle) = o (Rg Hy(n+l) Cy(n+l)

a.2
(-4ﬂ ) .anlnt/N

N

(18)

The structure nodal coordinate
displacements canbe obtained from the
modal supsrposition squations

{fult)) = () (n(t)} (19)
nxl nxp pxl

Other resonse parameters such as
stresses or loads developed in various
structural components can be evaluated
directly from the displacements. For
oxample, the elastic for.es {f)} which
renist the deformation of the structure
are given directly by the displacements
and the structure stiffness coef-
fioclents.

{£(e)) = (k%1 {uct)} = (k%) (9] {n(t)}(20)

An alternative expression for the
elastic forces can be written in terms
of the structure mass matrix and
natural frequencies. Expanding Eq., (20)
in terms of the modal contributions

{e(e)) = (k%) 4p Iny (€) 4+ (K10, )n,(¢)
o
+ e+ EO1In dn (k) (21)

Bubstituting Eq. (7) in each term of
Eq. (21)

(£(E) 7 = wiImI {6, 0y (&) +0d [m] (6, 1n, (£)
2 ’e .
* e ugiml{ogdng, 1) (22)

Combining back into matrix form
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{E(t)) = [(m][e) (w§ 51(”) (23)

where (mg na(t)) represents a vector of
modal amplifudes, each multiplied by
the square of its modul fraguency.

In Eq. (20), if (x°) is the sub-
structure stiffness matrix and {u(t)}
is the list of substructure coordinate
displacementa then £(t) are the total
slastioc foroces at the substructure nodal
coordinates. 7o obtain the internal
stresses at particular locations in the
substructure, the slamental stiffnesa
matrices and the corresponding element
vertex displacements are used.

{£7(t)} = [k*) {u’ ()} (24)

where prime indicates the quantities
that are defined with raespect to
elemental vertex coordinates.

APPLICATION TO TAXIING VEHICLE

The basic premise of the formu-
lated hybrid method; that the response
of the nonlinear components is influ-
snced Trimntily by the moat fundamental
vibration modes and frequencies must be
verified by numerical application of
the method to a model problem. A simple
taxiing vehicle model is used to compare
the nev method with time-history
analysis and to validate the practi-
cality of partial modal decoupling. The
physical model conaists of a two-
dimensional simple beam vehicle tuxiing
over an irregular profile. The choine
of a taxiing vehicle example at this
first stage of numerical verifivation
is due to the availability of the FDL~
TAXI program that is used for time-
history analysis. The FDL-TAXI program
is a relatively simple program, yet it
has been validated by comparison to
extenmive testing, Details of the TAXI
Tg?qrnm are well documented in reference

The choice of a simple beam to
represent an slastic vehicle is to have
compleate assurance and control on the
finite elament model. The vehicle
model used im depicted in Fig. 1. The
vehicle is represented by twelve beam
elements. 1Individual beam elements are
taken to be 100 in, long and weigh 4608
lbs usch with_a bending rigidity of
29%108 1bs-in2, These elemental
propertias are selectod to render the
overall waight of the vehicle compatible
with the suspension properties that are
deaigned for a vehicle of about 55,000
lbs. The supension system consists of
nonlinear, oleo-pneumatic energy
absorption devices. Typical nonlinear
landing gear load-deflection relation-
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ships are useld to reopresent the
suspansion gear properties. Each
suspension atrut force is represented
as the sum of pnaumatic spring force,
hydraulic damping force and strut
friction force. The procedures in the
existing FDL-TAX1 program are used to
model the suspension system similar to
that of a typical fighter aircraft [4].

Prior to the transient analysis it
is necessary to define the vibration
problem and to detormine the uncon-
strained vibration modes and the
natural frequencies of the linear
vehicle substructure. The vibration
problem for the unconstrained vehiclae
is solvad by an eigensolution algorithm
based on the generalized Jacobl method
with sigenvalue shifts (1]. The mo~
lution of the eigenproblem supplies the
vibration modae shiape, natural frequency
and genaralizad massc data which ias
nesdsd both in time-history and
frequency domain analyses. Once the
free vibration properties are
determined, nonlinear time-history simu-
latiors are made using various dinwnsions
for the modal basis as defined bx -
(8), Two pervent modal damping ls
assumed for each flexible mode. For the
simple vehicla model with 12 elements
and 26 geometric coordinates a maximum
of 14 modes are considered including 2
rigid body modes and 12 flexible modes.
In theory it would be possible to
inolude the entire set of 26 modes.
However, it has bean found that the
vibration problem solution for the
higher modes is susceptible to numerical
inacouracius, It has been observed that
only the first half of the vibration
modal data is numerically reliable [8).
Accordingly, time-history simulations
are made ueing 4, 8 and 14 orthogonal
modes. The vehicle is agsumed to travel
at a constant velocity of 44 ft/sec.

The total runway length traveled is 230
ft. with a standard 78 ft. AM-2 mat
beginning at 106 ft. The AM-2 mat is
1.5 in. high and includes 4 ft, linear
ramps at both ends. 7Ths samne time
discretisation interval of 0.0002%
saconds is used in all time-~history
analyses. This is the maximum dis-
oretization interval which can be used
to secure numerical convergence with
time-history integration when the
maximum number of 14 modes are included,
With the l4-mode time-history analysis
the vehicle structure geometric
coordinate response is also computed for
later comparison with the hybrid
results, Internal loads are chosen as
controlling test cases becauge of the
inherent difficulty of predicting them
on the basis of a small number of modes.
Specifically, the internal bending
moment. at coordinate 4 and the shear
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forces at coordinates S5 and 9, as
referenced by Fig. 1, are presented in
comparative results in Pig. 2 through
Fig. 10. 1In these figures the time
inorement is 0.002 seconds which is the
same as the discretisation lnterval in
frciuoncy domain analysias and the
horisontal axis spans 3.2 seconds. The
broken lines represent the time-history
sirulations and the solid lines
reprosent the hybrid simulations using
the time-history nonlinear suspension
forces combined with frequency domain
analysis. All time~history ourves
(broken lines) are computed on the
basis of 14 orthogonal ganaralized
modes used in the TAXI program, Ail
hybrid curves also use 14 modes in the
frequency domain analysis. However, in
the hybrid method the time-history non-
linsar forces that are converted to the
frequency domain ars computed on the
basis of various nunber of modes. The
different hybrid sclutions are dis-
tinguished from one another on the
basis of the modal contant rapresented
in their nonlinsur force time=history
inputs.

In Frigs. 2, 3, and 4 comparisons
batween the hybrid method and time-
history integration for the dynamic
response of the internal bending moment
4t coordinate 4 is presented. In Fig.
2 both the hybrid method and the time-
history 1ntcgration are based on 14
modes., The initial phase of the
response, which is seen as the rela-~
tively flat portion of the plot, corre-
sponds to the perfectly flat portion of
the runw|¥. Thooroeionllx. the dynamic
response in this region should not be
differant from sero, However, both the
hybrid and time-history integration
schemes as implemented in this firet
study are vulnerable to small numerical
perturbations, seen hers as a deviation
from a szero rasponse. The praviously
described AM-2 mat is encountered by
the taxiing vehicle at time inorement
1208, The dynamic rasponse of interest
appearas after the mat is oncountered,
The hybrid method simulation (solid
line) is sean to follow the character of
the response as calculated Ly complete
time=-history integration quite oclosely.
There are differences, however, in the
peak values as predicted by the two
methods. It is not known at this time
which solution gives a better estimate
of the peak values. However, it is
expected that the time-history sclution
will overshoot the peaks because of
numeriocal constraints and the hybria
solution may flatten them out. It is
expactad that improvement in the
numerical algorithms used to obtain both
the time-history and frequency domain
analysis will eliminate much of the

A T T T ST
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discrepancy seen in these comparisons.

Fig. 3 shows the dynamic response
of the same internal bending moment at
coordinate 4 as in Fig. 2. However, in
the hybrid method the number of modes
included in the determination of the
nonlinsar strut forcos has been reduced
to 8§ from the reference value of 14.
The time-history integration plot
ramains the same as in Fig. 2, contain-
ing 14 modes. Comparison of the two
curves in Fig. 3 again shows that tha
dynamic response as predicted by the
two methods is characteristiocally in
good agreement. Comparing Figs. 2 and
3, it is seen that the reduction of the
number of modas in the hybrid analysis
has had very little effect on the
response simulation. A preliminary
conclusion may thus be drawn that
apparently the nonlinear suspension
response can be represented with negli-
glblo error on the basis of 8 modas as

n Pig., 3, compared to a basis of 14
modes as in Piz. 2. Thus, the compari-
son of the solid line plots of the
hybrid method from Figs, 2 and 3
demonstrate the validity of partial
modal decoupling assumption for this
example,

Fig. 4 again shows the bending
moment response at coordinate 4. The
time~history integration with 14 modes
and the hybrid solution with only 4
modes including two xigid body and two
flexible modes are plotted for compari-
son. It is immodiatolI obvious that
the hybrid simulation in Fig. 4 differs
greatly in character and magnitude from
the time-history solution. It is
concluded that 2 flexible modes are
simply too fow to adequately represent
the vehicie elastic behavior in the
computation of the dynamic response of
the nonlinear wuspension struts.

Figs. 5, 6, and 7 are analogou